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ABSTRACT 

This paper reports on an exploratory study of the 
application of different types of analysis method to 
the characterization of the acoustic properties of 
vowel realization in the performance of speakers of 
West Australian English (West AusE). Tense 
monophthongs and diphthongs produced in a word 
list by 18 speakers of West AusE were analysed 
using three different methods, two static and one 
dynamic. Results differ across the three methods 
with the dynamic analysis yielding substantially 
more detail and differentiation between and within 
vowel categories. Our findings enhance knowledge 
of a variety which has received scant attention in 
existing phonetic studies of AusE, and more 
generally contribute to the on-going discussion in 
the literature about which approach to acoustic 
analysis provides the best means of capturing the 
properties of vowel realization and variability.  
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1. INTRODUCTION 

The findings reported below arise from the first 
study to be undertaken of sociophonetic variability 
within the West Australian variety of English (West 
AusE) as produced by speakers from the Perth 
metropolitan area. A fundamental question to be 
addressed in any study of this sort is how best to 
capture and represent vowel realizations and the 
variability in these realizations within the speech 
sample concerned. Of course the analysis and 
representation of vowel realization and variability as 
fixed points in F1/F2 space is long-established [12]. 
This is relatively uncontroversial for monophthongs 
with researchers adopting a range of metrics for 
determining the point in time at which F1/F2 best 
represents the vowel target – for example, vowel 
midpoint, or the point of maximum F2. But the 
practice of classifying a vowel in respect of a single 
static measurement point is somewhat more 
controversial for diphthongs which by definition are 
characterised as a vector in vowel space rather than 
as a single point. While this has led some 

investigators to sample F1/F2 properties of 
diphthongs at more than one time-point in order to 
capture their dynamic aspects (e.g. [2], [6]), it is 
noteworthy that many investigators have adopted a 
single measurement point approach for both 
diphthongs and monophthongs, thereby 
characterising the former as a static point in F1/F2 
space. This practice is particularly evident in work 
on social-indexical variability in vowel realizations, 
being present in the earliest work of this sort ([8]) 
and enduring to the present (e.g. [9]) and now 
embedded in the commonly-used FAVE (Forced 
Alignment and Vowel Extraction) programme [14]. 
Thus, the FAVE analysis deployed in [9] leads to 
F1/F2 for the FACE lexical set being sampled at the 
location of maximum F1. 

In parallel to the above, there has been a growing 
strand of work which takes as a point of departure 
the premise that all vowels have inherent dynamic 
characteristics and that it is not sufficient to 
characterise them in terms of a point in F1/F2 space. 
Examples of studies which take this approach are 
[10, 15, 17, 18]. Note that by adopting this approach, 
the phonetic difference between a monophthong and 
diphthong becomes one of degree rather than of 
category. Note too that there is greater variability in 
the method of analysis which is adopted for 
capturing the dynamic acoustic properties of vowels 
than is evident within the ‘static’ approach.  

The aim of the present study is to investigate the 
merits of different methods of capturing the acoustic 
properties of vowels, with a view to informing our 
approach to the analysis of a large-scale corpus of 
West AusE recorded in a natural conversational 
style. Since this is an exploratory study geared to 
refining our analysis methods, we focus on a subset 
of vowels (including monophthongs and diphthongs) 
drawn from a word-list produced by the participants. 
We compare two approaches to deriving ‘static’ 
measures of vowel quality with one method for 
determining the vowels’ dynamic properties. Our 
test-bed for this study is the extent to which the 
various methods investigated reveal an effect on the 
realization of the vowel arising from whether it is 
embedded within a checked or unchecked syllable. 
This focus was chosen as a result of pilot work for 
the project [4]  which revealed for the NEAR lexical 
set substantially greater diphthongisation in 



unchecked than in checked syllables and informal 
auditory analysis which suggested that similar 
differences may exist in other lexical sets. 

2. METHOD 

2.1 Participants and materials 

The participants in the study were all young people 
living in Perth (aged 18-22) having been entirely 
schooled (from age 5) in the city. Recordings of 18 
participants (12 females and 4 males) were used in 
the present study. In a sound-treated recording 
studio, participants read a 165-item isolated word 
list designed as a probe to elicit carefully produced 
tokens of certain key social-indexical variables (the 
West AusE project is primarily focused on a corpus 
of natural conversations between pairs of speakers). 
As such, unlike most previous work on AusE 
vowels, which has typically investigated /hVd/ 
environments, the segmental environments for 
vowels within the word-list were diverse. For the 
present study, we analysed a subset of tense vowels 
and diphthongs, focusing on those which had tokens 
in the word-list in both checked and unchecked 
syllables: FACE, PRICE, CHOICE, GOAT, NEAR, 
SQUARE, FLEECE, BATH and GOOSE. This 
provided 66 vowel tokens per speaker. The small 
number of tokens per speaker is counterbalanced by 
the eventual 200 speaker sample size for the main 
project. 

2.2 Acoustic Measurements  

The recordings for each speaker were first 
segmented in Elan and subsequently force-aligned 
within LaBB-CAT [5] using HTK [19] with 
subsequent manual correction of misalignments. 
Using Praat [1], F1/F2 tracks were estimated for 
each vowel, extracting 50 points for each vowel 
token spread equidistantly through the segmented 
vowel interval. Three methods were then deployed 
to capture the acoustic properties of the vowels, as 
follows: 

2.2.1 Static – Fixed Point 

The first approach based the analysis on a single 
fixed point in the vowel interval irrespective of the 
configuration of the formants at that point in time. 
For monophthongs, formant values were measured 
at the temporal midpoint of the vowel. For 
diphthongs, formant values were extracted at 25% of 
the vowel interval (as previously carried out, for 
example, by [16]). 

A script was written in R ([13]) for an automatic 
calculation of the significant differences between 

checked and unchecked contexts using a Wilcoxon 
test. The statistical test examined differences for 
each of F1 and F2 pooled across speakers but with 
male and female speakers analysed and reported 
separately. 

2.2.2 Static – Target Estimate 

The second approach also involved measuring F1 
and F2 at a single point within each vowel, but in 
this case the definition of the point varied in order to 
best capture what might be deemed the vowel 
‘target’. A similar methodology has been applied in 
previous studies of AusE [2, 17], and is widely used 
in analyses of vowel variation and change more 
generally (e.g. [9]). For high front vowels, the 
formants were measured at the point where F2 
peaks. For high back vowels the measurement point 
was located at the trough of F2. For low vowels, it 
was located at the peak of F1. For diphthongs, the 
target was determined as for monophthongs 
depending on the quality of the initial phase of the 
diphthong – thus for NEAR our measurement point 
was located at the peak of F2, for PRICE, at the peak 
of F1, etc. We also carried out a Wilcoxon test to 
determine whether there were differences between 
the checked/unchecked conditions. Male and female 
token were analysed and reported separately. 

2.2.3 Dynamic - SSANOVA 

The third approach analysed the trajectories of F1/F2 
across the duration of the vowel. SSANOVA ([3]) 
was used to calculate statistical differences between 
the best fit of multiple formant trajectories across the 
two conditions. In this way the technique can be 
used to determine statistically whether “the shapes 
of multiple curves are significantly different from 
one another” ([3]: 411). The statistical analysis is 
based on a comparison of 95% Bayesian confidence 
intervals associated with each smoothed spline. This 
technique has been used in previous vowel formant 
analyses studies ([6], [11]). These studies have 
looked at variability in the realization of formant 
trajectories ([11]), and at the impact on this of 
factors such as speaker sex and age ([6]). In this 
study, we compare formant trajectories of the same 
vowel in the checked and unchecked conditions.  

For each vowel token we imported into R the 50 
points generated by Praat for each formant. The next 
step was to extract the middle 80% of each trajectory 
in order to reduce the effects of immediate 
segmental context. With the data organized by 
vowel and context, we carried out a SSANOVA 
analysis based on 40 equidistant points for each 
vowel token. Previous analyses have used fewer 



points (7 in [11] and 9 in [6]). We chose 40 points to 
have an accurate tracing of vowel formants since the 
greater the number of points in the trajectory, the 
most reliable is the best fit obtained. Following [3], 
we used smoothing parameters for SSANOVA 
sourced from the R package gss. 

We carried out three analyses of the trajectory 
data for each formant separately, again pooling 
across speakers but analysing males and females 
separately. First we tested whether the trajectories 
were significantly different across the 
checked/unchecked conditions. If our analysis 
yielded significant differences at any portion in the 
trajectory (as determined by non-overlapping 
Bayesian 95% confidence intervals), then the 
formant trajectories were classified as significantly 
different from one another. Second, we examined 
the directionality of the trajectory classifying them 
as either rising or falling.  Third, we considered the 
extent and location of any overlap between 
trajectories across the two conditions. These three 
dimensions were chosen to enable us to capture 
some of the principal parameters of the dynamic 
representations which our analysis generated. 

3.  RESULTS 

Figure 1 provides an overview in F1/F2 space of the 
acoustic properties of the vowels focused on in this 
study (due to space constraints we show the male 
speakers only here). The results of the statistical 
analysis undertaken for each vowel and across all 
three measurement methods are shown in Table 1. 
An asterisk indicates that for a particular vowel and 
analysis method a significant difference was found 
across checked and unchecked conditions. 

A first observation is that in the comparisons 
based on static measurement points, only a minority 
of cells yield a significant difference. Comparing the 
two ‘static’ approaches, it can be seen that statistical 
differences are more prevalent for F2 than for F1, 
suggesting that differences which the static measures 
are identifying are more related to relative 
anteriority of the tongue body rather than to overall 
apertures of the vocal tract. It is also evident from 
Table 1 that finding a difference using one particular 
static analysis method does not mean that the same 
difference will be found with the other static 
measure tested in this study. Thus, both GOOSE and 
(in line with our pilot work [4]) NEAR both show 
differences in either F1 and/or F2 across the two 
conditions, but the findings across the two static 
measures are not consistent. 

	
  
Figure 1. Mean F1/F2 Vowel Plot for the male 
speakers pooling across checked and unchecked 
conditions. The values are based on measurements 
taken at the 10% and 90% points of the vowel 
intervals. 

The second main finding is that when the 
checked/unchecked conditions are compared using 
the dynamic approach to characterising F1/F2, a 
very different picture emerges with significant  
differences yielded in 31/40 cells. Further analysis 
of the outcomes of the dynamic analysis sheds light 
on differences in vowel realization that the static 
approaches fail to capture. In particular, results from 

 F1 F2 
 fixed Target dyn. fixed target dyn. 
Vowel M F M F M F M F M F M F 
Bath - - - - * * - - - - * * 
Choice - - - - * - - - * * * * 
Face - - - * * * - - - - * * 
Fleece - - - - * * - - - - * * 
Goat - * - - - * - - - - * * 
Goose - - - - * * * * - * * * 
Near * * - * * * * * - - * - 
Price - - - - - * - - - - - * 
Square - - - - * * - * - - * - 
thought - - * - - - - - * * - * 

 
Table 1. Results of the statistical comparison of 
F1/F2 trajectories across checked/unchecked 
conditions (* in the fixed/target columns = 
significantly different (p< 0.05), * in the dynamic 
column = non-overlapping 95% Bayesian CIs)  

the application of the dynamic method to comparing 
across checked/unchecked conditions reveal a range 
of traits which could be associated with a statistical 
difference between two trajectories. We now 
exemplify these in relation to the four examples 
shown in Figure 2 (F2 for BATH-males, FACE-
males, and PRICE-males and F1 for FLEECE-
males). 
 



	
  
Figure 2. Dynamic analysis results for 
F2/BATH/males (A), F2/FACE/males (B), 
F1/FLEECE/males (C), and for F2/PRICE/males 
(D): solid lines show SSANOVA trajectories 
across checked/unchecked conditions together 
with 95% Bayesian CIs (shaded) 

The dynamic analysis reveals that while two 
trajectories might be significantly different this does 
not mean that they are necessarily statistically 
different throughout their duration. Our results 
showed differences in the extent of overlap which 
was found in formant trajectories across different 
conditions. In some cases, such as A in Figure 2, 
trajectories were entirely non-overlapping, but in the 
majority of the comparisons undertaken using 
SSANOVA some extent of trajectory overlap was 
found. Examples B, C and D in Figure 2 show cases 
of overlap but to different degrees. In B and C, the 
overlap is present for a relatively short portion of the 
overall trajectories, a pattern which was found to be 
the most frequently occurring within our dataset. By 
contrast, in D, there is observable overlap along the 
trajectories of both formants reflecting the fact that, 
in this instance, SSANOVA yields a non-significant 
difference in comparing across the two conditions. 
In the cases where trajectory overlap was found 
across the two conditions, the SSANOVA analysis 
also allowed an analysis of where the overlap was 
located within the trajectories being compared. B 
and C in Figure 2 show examples of overlap in the 
early part of the F1 trajectory (the pattern which was 
found most frequently within the dataset), whereas 
D, as previously indicated,  shows an F2 trajectory  

overlap for PRICE extending through the full vowel 
interval. 

Inspection of the SSANOVA results also 
revealed differences in the directionality of formant 
trajectories across conditions. For example, panel A 
in Figure 2 shows a flat trajectory for F2 in the 
BATH/male vowels in the checked context, but a 
falling trajectory in the unchecked context. Figure 2- 
B shows an example where the formants in both 
conditions have a rising trajectory, and C shows a 
case where the F1 tracks adopt increasingly 
divergent trajectories as the vowel realization 
progresses. Results showed that the majority of the 
comparisons (75%) involved trajectories which did 
not differ in respect of directionality (as in B, for 
example). 

The dynamic analysis also provides a sense of the 
relative consistency of overall formant trajectories 
across tokens and conditions; e.g. the relatively 
narrow 95% CI bands in panel B suggest much 
greater consistency overall for F2 trajectories in 
FACE than is found (in A) for F2 trajectories in 
BATH. 

4.  DISCUSSION 

This study is exploratory in nature, and caveats need 
to be applied before generalizing from the findings 
described above. In particular, while the SSANOVA 
analysis focused only on the central 80% of the 
vowel interval, further analysis is needed to 
ascertain the extent to which differences across 
checked/unchecked conditions might be confounded 
by the fact that consonantal context was not 
necessarily consistent across the two. Further 
analysis is also required to investigate the extent to 
which inter-speaker variability may be a relevant 
factor in respect of the differences across condition 
reported above. However, the findings do indicate 
that there is a good deal of significant variability 
across conditions which the static analyses regularly 
used in studies of this sort have been unable to 
identify. SSANOVA seems to be well-adapted to the 
task of identifying and characterising the nature of 
these differences, although the fact that a large 
number of the dynamic comparisons proved to be 
significant calls for caution in interpreting those 
differences and suggests there would be merit in 
comparing the findings arising from the particular 
approach to dynamic formant analysis used in study 
with that adopted by other investigators (e.g. [7, 10, 
18]). 
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