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ABSTRACT

Studies have offered conflicting evidence for the ef-
fects of phonological neighborhood density (PND)
on word production. Firm conclusions have been
further hindered by the fact that most research on
the effects of PND has been conducted on English.
The purpose of this study was to provide an addi-
tional perspective by examining the effects of PND
on word production in Korean. It was found that
although PND correlated with both word duration
and vowel duration, the effects were substantially
diminished once certain segmental influences were
controlled for. Additionally, no effect of PND was
found on the VOT or f0 accompanying word-initial
lax obstruents. We conclude that understanding vari-
ation in segmental content is vital to understanding
effects of PND.

Keywords: Korean, neighborhood density, fre-
quency, duration, VOT.

1. INTRODUCTION

A growing body of research into how phonological
neighborhood density (PND) influences speech pro-
duction has provided a variety of empirical results
and new ways of thinking about the organization of
the lexicon. The general trend observed in the lit-
erature is that vowels in words in denser neighbor-
hoods tend to be more peripheral in the vowel space
[8, 19, 20, 25, 26] than vowels in words in sparser
neighborhoods.

The results for effects on duration, however, are
far less clear, with limited evidence for higher PND
correlating with longer word [17] and vowel dura-
tions [4, 5, 22], and more extensive evidence against
the existence of such effects for word [12] and vowel
durations [20, 23]. However, evidence exists in the
consonantal domain in favor of cue enhancement,
such as VOT lengthening in voiceless stops in high-
density words [2, 9, 13, 16, 21].

On the other hand, effects of lexical frequency
on duration are well-established, with more frequent
words tending to have shorter word and vowel du-

rations [5, 4, 10, 14, 24] than less frequent words.
Much work on neighborhood density has attempted
to control for frequency effects, either by including
frequency as a covariate, or explicitly taking fre-
quency into consideration in the density computa-
tion [5, 4, 20, 22, 23, 26].

These effects are purported to be language-
general consequences of cognitive architecture or
universal tendencies, but some of the evidence is
contradictory [11, 12, 24] and the vast majority of
work has been done on English. The purpose of the
present study was to examine whether neighborhood
density effects obtain in Korean, a language both ty-
pologically and genetically distinct from English.

In contrast with English, Korean is not stress-
timed and lacks stress entirely, meaning that vari-
ation in duration between syllables is minimal [1,
7]. Additionally, Korean has a three-way phona-
tion type contrast in word-initial stops and affricates
cued jointly by voice onset time (VOT) and the
fundamental frequency (f0) of the following vowel.
Most relevant for the current study, it has been
shown [15] that Seoul Korean speakers highlight the
f0 (but not VOT) difference between lax and aspi-
rated stops in clear speech, such that hyperarticu-
lated lax stops are produced with a lower f0 and as-
pirated stops with a higher f0. We therefore hypoth-
esized that, in light of analogous findings in English
[2], that initial lax stops in high-density words in Ko-
rean would be pronounced with an enhanced f0, but
not VOT, relative to those in low-density words.

2. METHODS

2.1. Materials

365 bisyllabic Korean words were selected to sam-
ple across a wide range of both PND and lexical
frequency. Frequency information came from the
Frequency Survey of Modern Korean Usage [18], a
balanced corpus compiled from a variety of genres
by the National Institute of the Korean Language,
containing 1,531,966 word tokens and 58,437 word
types. PND was calculated for each entry in the



KNC as the number of words with a phoneme edit
distance of one from the current entry; that is, dif-
fered by one phoneme through insertion, deletion,
or substitution.

All selected stimuli were of the form CVCVC or
CVCCVC. The onset and medial consonants were
taken from the set of legal onset consonants in Ko-
rean, excluding /l/ and /h/, and the word-final codas
were taken from the set of legal coda consonants /p,
t, k, m, n, N/, excluding /l/. The lexical frequency of
the stimuli ranged from 1 to 1,799 (median: 44), and
PND ranged from 1 to 51 (median: 8).

2.2. Participants and procedure

Eight native speakers of Seoul Korean (4 male, 4
female) were recorded. Participants read the words
one at a time in isolation, either from a printed list,
or from a computer screen with each word presented
individually.

2.3. Analysis

For each word token, word duration and duration
of the second vowel (V2) were measured in mil-
liseconds. The first vowel was not measured due to
phonological processes in Korean which can cause
the initial vowel to devoice or nasalize, rendering
duration difficult to measure. For tokens with word-
initial lax stops and affricates, VOT of the initial ob-
struent (C1) was measured in milliseconds, as was
the mean f0, in ERB, over the first 25ms of the first
vowel (V1).

We expected the number of phonemes in the word
to have an effect on word duration, as it is uncon-
troversial that words with more phonemes tend to
be longer than words with fewer phonemes. Since
the stimuli in the current study involved both words
with 5 phonemes (CVCVC) and 6 phonemes (CVC-
CVC), the modeling procedure controlled for the
number of phonemes in the target word. It is also
generally accepted that individual segments can dif-
fer in terms of duration. Because coda stops are un-
released in Korean, we expected to find that coda
stops (/p, t, k/) would have a smaller contribu-
tion to word duration than coda nasals (/m, n, N/).
Therefore, the modeling procedure also controlled
for the number of coda stops in a word. Note
here that the number of coda stops and the num-
ber of phonemes in the current stimuli are necessar-
ily collinear: 6-phoneme words can have a word-
medial coda stop (e.g. [k1kt*an] ‘extreme’), a word-
final coda stop (e.g. [kaNmak], ‘cornea’), both (e.g.
[mEkp*ak], ‘pulse’), or none (e.g. [nonmun] ‘the-
sis’); while 5-phoneme words can either have one

coda stop (e.g. [patak] ‘floor’) or none (e.g. [somun]
‘rumor’), due to the resyllabification of the word-
medial consonant in a CVCVC word as the onset of
the second syllable.

Word duration, V2 duration, C1 VOT, and V1 f0
were modeled using linear mixed effects modeling
[3]. The modeling procedure followed a basic step-
up algorithm, where fixed effects were added to a ba-
sic model, at each step using log-likelihood testing
to establish whether the additional effect contributed
significantly to data likelihood. The basic model was
an intercept-only model, with random intercepts for
talker and word identity. The vowel duration model
began with an additional fixed effect of vowel height
(1=low, 2=mid, 3=high), since height is known to in-
fluence vowel duration in Korean [6].

Fixed effects were added in the following order:
number of phonemes; log lexical frequency; PND;
number of coda stops. For each new fixed effect
added, a corresponding slope was also entered into
the random effect for talker. If a fixed effect did not
contribute significantly to data likelihood, it was not
included in subsequent modeling. Once a fixed ef-
fect was established in the model, 2-way interaction
terms between it and all other fixed effects present
were also tested, and retained if significant. Interac-
tion terms were not entered as random slopes due to
the danger of model overfitting. All variables were
mean-centered before being entered into the model.

The 365 word productions from the eight talk-
ers yielded a total of 2,920 tokens. Eleven tokens
were excluded due to repetition, mispronunciation,
or noise in the recording, providing a total of 2,909
tokens entered into the analysis, 1,600 of which had
initial lax stops or affricates. 29 lax-initial tokens
did not have a measurable f0 due to vowel devoic-
ing, and thus were excluded from the f0 analysis.

3. RESULTS

3.1. Word duration

In modeling word duration, the addition of number
of phonemes significantly contributed to data likeli-
hood (χ2(3) = 194.8, p < .0001), although log lexi-
cal frequency did not. The contribution of PND was
significant (χ2(4) = 28.7, p < .0001), but the inter-
action between PND and number of phonemes was
not. Number of coda stops was additionally found to
significantly contribute to data likelihood (χ2(5) =
487.8, p < .0001). The interaction between num-
ber of coda stops and number of phonemes was also
significant (χ2(1) = 44.5, p < .0001), but the inter-
action between number of coda stops and PND was
not. The model output is summarized in Table 1.



Table 1: Output from the word duration model.

Fixed effect β SE t

Intercept −116.22 27.49 −4.23
Nphonemes 115.11 10.63 10.83
PND −0.05 0.33 −0.17
Ncodastops −124.15 11.48 −10.82
Nphon.× Ncod. 57.93 8.42 6.88

Fig. 1 illustrates the effects on word duration
revealed by the model. The effect of number
of phonemes was as predicted, with words with
more phonemes being longer than words with fewer
phonemes. Similarly, words with more coda stops
were shorter than words with fewer coda stops, pre-
sumably due to the negligible contribution of Ko-
rean’s unreleased coda stops to overall word dura-
tion. An interaction between these two effects was
also observed, although it must be interpreted care-
fully, as the number of phonemes is collinear with
number of coda stops, in that all words with two
coda stops had 6 phonemes. Specifically, the dura-
tion difference between words with zero and words
with one coda stop was greater than the duration dif-
ference between words with one and words with two
coda stops.

Figure 1: The relationship between PND and
word duration with separate regression lines for
words with 0, 1, and 2 coda stops. The overall lin-
ear relationship between PND and word duration,
ignoring number of coda stops, is indicated by the
thin solid line.
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To summarize the output of the model, given in
Table 1, the effects of the number of phonemes and
the number of coda stops far outweighed the ef-
fect of PND. For example, the predicted differ-
ence in duration between 5- and 6-phoneme words

was 115 ms, and the predicted difference between
5-phoneme words with and without a coda stop was
124 ms. On the other hand, with a coefficient for
PND of -0.05, the predicted effect of having, for ex-
ample, 10 additional neighbors was a decrease in du-
ration of only 0.5 ms.

The individual lines for each number of coda
stops in Fig. 1 also illustrate that words with more
coda stops tend to have fewer neighbors, which ex-
plains why the effect size of PND in the model was
so small. That is, when the number of coda stops is
ignored, as the thin solid lines show in Fig. 1, the
relationship between PND and word duration seems
much stronger, and suggests that a higher PND leads
to longer duration. But because the Korean lexicon
is such that words with coda stops happen to have
fewer neighbors, and it also happens to be that Ko-
rean coda stops are unreleased and thus do not con-
tribute as much to total word duration, failing to ac-
count for segmental information could lead to the
spurious conclusion that PND has a large and sig-
nificant effect on word duration in Korean.

3.2. Vowel duration

In the vowel duration model, vowel height con-
tributed significantly to model fit (χ2(3) = 212.2,
p< .0001), but the number of phonemes and log lex-
ical frequency did not. A significant effect of PND
was observed (χ2(5)= 19.5, p< .001), but not of its
interaction with vowel height. Finally, the number of
coda stops was not found to contribute significantly
to model fit. The final model output is summarized
in Table 2, and the effects of vowel height and PND
visualized in Fig. 2.

The effect of vowel height revealed in the model
was as expected, such that lower vowels were longer
than higher vowels, as was that of PND, such
that vowels in words in denser neighborhoods were
longer than vowels in words in sparser neighbor-
hoods. It should be noted that the effect of PND was
not significant within the model itself (t < 2), but
that the inclusion of this factor contributed to model
fit, and thus the effect of PND should be interpreted
with caution. The predicted increase in vowel dura-
tion given, for example, 10 additional neighbors was
only 1.4 ms.

3.3. VOT and fundamental frequency

The final model for VOT contained only the number
of phonemes, which was a significantly better model
fit than the intercepts-only model (χ2(3) = 23.1,
p < .0001). The model output is summarized in Ta-
ble 3. The coefficient for the number of phonemes



Table 2: Output from the mixed effects model for
V2 duration.

Fixed effect β SE t

Intercept 24.75 6.15 4.03
Vowel Height −12.63 1.56 −8.11
PND 0.14 0.12 1.13

Figure 2: The relationship between V2 duration
and neighborhood density, split by vowel height.
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in the final model predicts that the VOT of a word-
initial lax stop in a 6-phoneme word is approxi-
mately 8.9 ms shorter than in a 5-phoneme word,
and is unaffected by PND.

For f0, only the number of phonemes (χ2(3) =
23.5, p < .0001) was retained in the model. The
model output is summarized in Table 4. The sig-
nificant main effect of the number of phonemes
was unexpected. Examination of the random slopes
showed this effect was driven by one talker for
whom the predicted difference between 5- and 6-
phoneme words was approximately 5.7 Hz. For the
remaining five talkers, the predicted absolute differ-
ences ranged from approximately 0.02 to 2.5 Hz, in-
dicating that for most talkers the effect of the number
of phonemes on f0 was very small.

The lack of an effect of PND on VOT is consis-

Table 3: Output from the mixed effects model for
VOT of word-initial lax stops and affricates.

Fixed effect β SE t

Intercept −0.94 3.85 −0.24
Nphonemes −8.87 2.65 −3.35

Table 4: Output from the mixed effects model for
f0 of word-initial lax stops and affricates.

Fixed effect β SE t

Intercept −0.28 0.40 −0.71
Nphonemes 0.02 0.02 0.74

tent with [15], who found that young speakers of
Seoul Korean did not enhance VOT targets in their
clear speech stop productions. The lack of an effect
of PND on f0, however, was unexpected and is in-
consistent with other data suggesting that high PND
leads to cue enhancement in English stop production
[2, 9, 13, 16, 21]. It is noteworthy, however, that a
model with PND alone as a fixed effect showed a
significant improvement to data likelihood over an
intercept-only model (χ2(3) = 8.0, p = .046), al-
though the observed effect was small in absolute
terms: the difference between the mean f0s of the
upper and lower 50% of words when split according
to PND was 0.04 ERB (or 1.66 Hz). This possibility
of an effect would need further investigation to clar-
ify; it also highlights the importance of the order of
variable selection in stepwise regression methods.

4. DISCUSSION AND CONCLUSION

The results of the current study provide mixed sup-
port for effects of PND on word production in Ko-
rean. Although PND was found to be necessary in
the model-construction process for word and vowel
duration, most of the variance it accounted for was
more adeptly explained by segmental factors. For
example, it was found that PND tended to be lower
in words with more coda stops, which are presum-
ably shorter in duration due to the stops’ being unre-
leased, spuriously suggesting that a low PND leads
to shorter word duration. This finding is consistent
with the notion that the effects of PND on vowel
space expansion can be similarly explained by seg-
mental influences alone [11]. We conclude that
neighborhood density may be subordinate to seg-
mental content in the context of speech production
in Korean.
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