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ABSTRACT 

 

The present study examines the effects of nasality 

and utterance length on memory of familiar speakers 

using the technique of voice line-ups. With this 

technique, presented speakers have similar speech 

F0, dialect, and age range, and they utter the same 

material. Sets of voice line-ups were elaborated each 

containing 10 male voices (1 target “familiar” voice 

and 9 “filler” voices). In each set, speakers produced 

given utterances of four different lengths, with 

varying numbers of nasal sounds. Participants (n = 

44) were selected on the basis of their familiarity 

with the target voice. They were asked to identify 

the familiar voice within line-ups. The results show 

that both utterance length and nasality positively 

influence voice recognition but these effects only 

begin after hearing four or more syllables. This 

suggests that speaker recognition requires a few 

syllables and may not operate as quickly as 

processes of visual recognition. 
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1. INTRODUCTION 

Research has established that listener’s memory of 

spoken material is not limited to linguistic features 

but involves “sensory episodes”, which include 

information relating to individual characteristics of 

voices and speech along with utterance context (see 

[7] and [8]). Moreover, it is known that there is an 

incremental learning of these sensory episodes (e.g. 

[6]), which explains why one can recognize familiar 

voices and speech. In terms of the acoustic 

information that listeners may store, studies of 

speaker identification generally refer to two types of 

attributes of speech signals, which as such involve 

different processes. The first type relates to the 

spectral attributes of voices, whereas the second type 

bear upon the temporal characteristics relating to 

speech articulation. Though these different acoustic 

attributes co-occur, in speech they can variably 

influence speaker recognition.  

In particular, it has been suggested that spectral 

information relating to nasality can have a greater 

effect on the recognition of voices than oral 

productions (e.g. [1]). Acoustically, the difference 

between “nasal” and “oral” sounds basically 

involves characteristic antiresonances, such as those 

illustrated in Figure 1. These antiresonances occur 

because of a coupling with the nasal cavities and 

hence may provide more information on speaker 

identity than oral sounds - though this has not been 

confirmed in controlled contexts. 

 

Figure 1. Spectra of the French oral [a] and 

nasal [ã] showing approximate location of 

antiresonances (arrows). 

 

 
 

As for the temporal attributes that refer to speech 

motions, these relate directly to changes in spectral 

aspects of speech in the course of an utterance. The 

effect is seen in Figure 2 and is distinctly marked by 

changes in formant frequencies (especially F2). 

However, research on the effects of these attributes 

bears some confusion on the time frame that is used 

by listeners in recognizing a speaker. On this issue, 

studies in forensic phonetics often refer to work by 

Bricker [3] and Pollack [14], which concluded that it 

is the number of articulatory configurations present 

in the stimuli that can increase identification rates 

and that utterance length itself is an accessory factor. 

On the other hand, producing a “number of 

articulatory configurations” logically entails 

producing numbers of syllables or segments 

implying changes in utterance length.  
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Figure 2. Spectrogram showing that 

information on articulatory motion is reflected 

in formant changes in the course of producing 

an utterance.  

 

 
Hence, one would expect that identification rates 

based on articulatory information are dependent on 

utterance length to some extent. Yet, in the context 

of usual speech, the length of utterance that listeners 

need to recognize a familiar voice has not been 

determined.  

With the aim of clarifying the effects of spectral 

and temporal information on listener’s memory of 

speakers, the present study focuses on the claimed 

effects of nasality and utterance length. To examine 

these factors, we refer to the voice line-ups. In this 

technique, an individual is presented with limited 

series of similar voices and is asked whether he/she 

recognizes a particular voice. The use of this 

technique in paralegal contexts has led to established 

guidelines [4, 9, 11, 13]. Thus, in creating a voice 

line-up, one selects speakers with similar speaking 

F0 and age, who have the same regional dialect, and 

who produce the same sequences of sounds. While 

applying these guidelines, the following experiment 

included in each line-up a voice that was familiar to 

the listener and speech stimuli reflecting common 

phrases used in answering or greeting someone in a 

phone conversation. The guiding hypothesis was 

that, since nasal sounds offer comparatively more 

information on the individual attributes of speakers, 

their presence in utterances would add to dynamic 

articulatory information as reflected in utterance 

length effects.  

2. METHODOLOGY 

2.1. Participants 

The listeners that participated in the present 

experiment were 15 males and 29 females (n = 44) 

aged between 18 and 65 years. All participants were 

native speakers of Quebec French and none had 

diagnosed or obvious hearing problems. The 

participants were selected on the basis of their 

familiarity with a target voice as established by a 

short questionnaire. Hence, a “familiar voice” in the 

present experiment was defined relatively to the 

frequency, the recency, the duration and the period 

of spoken contact between the listener and the target 

voice. Following this selection, speech samples were 

collected from one individual that was familiar and 9 

individuals that were not familiar to the listener. 

2.2. Stimuli 

2.2.2. Recordings 

The stimuli were sets of voice line-ups recorded in a 

noise-attenuated booth with an Electro Voice A365 

microphone and digitized at a sampling rate 44,1 

kHz using a 32 bits sound card. Each line-up 

contained 10 voices (1 target voice and 9 filler 

voices or foils) recorded from men similar in age 

(20-35 years old) who spoke a similar dialect 

(Quebec French). All the speaking F0 of voices in a 

given set of line-ups were within one semitone of the 

speaking F0 of the target voice. 

As for the linguistic content of the stimuli, all 

speakers in the voice line-ups produced utterances 

that varied in four given lengths (1, 4, 10 and 18 

syllables), and with varying numbers of nasal sounds 

(oral vs nasal). Table 2 summarizes the different 

conditions. One notes that, the utterances were 

mainly composed of oral segments (counted in terms 

of IPA symbols), but one set contains comparatively 

more nasal sounds. The utterances in question were 

familiar greetings in Quebec French such as “ oui ”, 

“ non ”, “ merci beaucoup ” or “ comment vas-tu? ”. 

 
Table 1: Presented utterances: length (in syllables) 

and no. of nasal / oral segments (IPA symbols). 

 

utt. 

length 

(syll.) 

oral 

segments 

 

nasal 

segments 

1 0/1 1/1 

4 1/9 2/8 

10 0/22 3/24 

18 2/52 12/51 

 

2.2.2. Modifications to reproduce cell-phone 

conditions 

With a view on potential applications in the field of 

forensic phonetics, the present experiment used 

recordings that were band-passed filtered to emulate 

cell-phone band widths. A number of studies suggest 

that the effect of telephone and portable 

communication devices needs to be considered when 

applied to tasks of voice recognition and 



identification [2, 5, 12]. In the present case, all the 

recordings were filtered with a Blackman bandpass 

filter that reproduced a cellular phone bandwidth 

between 300 Hz and 3500 Hz. Finally, a just audible 

background noise (a white noise at a maximum 

amplitude of 24 dB) was added that did not affect 

speech perception as such.  

2.2. Procedure 

In the task, participants used headphones and 

listened to the 8 voice line-ups that were played back 

at a maximum amplitude of 69 dB using a portable 

computer (32 bits sound card). In the task, the 

listener clicked the screen to hear the playbacks. 

They were asked to first listen to all ten voices in a 

line-up and identify the voice of a familiar 

individual. After listening to all 10 voices and giving 

a first identification, the participants were asked to 

listen again to any voice as many times as they 

wanted before making their final decision. It was 

these second answers that were considered in the 

following results. 

3. RESULTS 

Figure 3 summarizes the results of the various 

conditions of utterance length and nasality. In 

considering the length condition, one can see that 

voice recognition rates are low -- though above 

chance for one-syllable utterances. However there is 

a marked rise (of 35.7 %) for utterances of 4 

syllables and this tends to level-off beyond 4 

syllables (overall there is a 0 % change between 4 

and 10 syll., and a 3.5 % change between 10 and 18 

syllables). 

 

Figure 3: Identification of “familiar voice” as 

a function of utterance length and the 

inclusion of nasal sounds (n = 88 per length) 

 

 
 

As for the effects of nasality, one can see in 

Figure 3 that no effects appear for common one-

syllable utterances such as “oui/non” (yes/no). A t-

test applied to all the data showed that the difference 

for the nasality condition was non-significant [t (44) 

= 1.755, p < 0.086]. However, in removing the short 

one-syllable utterances, the data show a significant 

difference [t (44) = 2.507, p < 0.016]. This result is 

surprising given that the stimuli included small 

numbers of nasal sounds. 

4. DISCUSSION AND CONCLUSION 

The above results bear two implications with respect 

to research on voice recognition and memory of 

speakers. The first is that high rates of voice 

recognition require a stretch of speech and may not 

be obtained using monosyllabic utterances. This 

suggests that spectral information of voices is not 

the sole factor, and that listeners have a memory of 

dynamic motion-related attributes. On the other 

hand, this recognition of attributes does not require 

of benefit from long sequences. These aspects of the 

recognition process stand in sharp contrast with 

other a visual recognition of individuals – such as 

facial recognition -- which occur within fractions of 

a second (e.g. [10]). 

The second implication bears on the added effect 

of spectral information linked to nasal cavities. The 

present experiment included utterances that differed 

slightly in terms of the number of nasal segments 

they contained. Yet, significant differences suggest 

that this information was being processed and linked 

to a memory of familiar speakers. The overall effect 

suggests that listeners are picking up on a “sensory 

episode” [6, 7] that includes information relating to 

the individual shapes of speaker’s articulatory 

apparatus and not only on dynamic information.  
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