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ABSTRACT

Speech communication commonly occurs in the
presence of noise. Perceptual errors in the per-
ception of noise-masked speech vary as a func-
tion of noise type (e.g., white noise, speech-shaped
noise, multi-talker babble), listener characteristics
(e.g., listeners with hearing loss, non-native lis-
teners), and target stimulus properties (e.g., na-
tive language of the talker, casual vs clear speech).
There is evidence of talker-specific effects in multi-
talker-babble-masked sentence intelligibility as well
as token-specific effects in speech-shaped-noise-
masked CV syllables. The present work analyzes
talker- and token-level variation in the identification
of a large number of tokens of four consonant cat-
egories - [t], [d], [s], [z] - produced by 20 talkers
and masked by multi-talker babble. A fitted mul-
tilevel logistic regression model illustrates variation
in intelligibility between talkers and with respect to
within-talker (between-token) variation. The results
are discussed in relation to landmark theory and the
glimpsing model of speech-in-noise perception.
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1. PERCEPTION OF SPEECH IN NOISE

Speech is often produced and perceived in the pres-
ence of background noise. A number of factors in-
fluence the intelligibility of noise-masked speech,
including characteristics of the noise, the listener,
and the target speech.

1.1. Noise characteristics

Patterns of perceptual errors vary as a function of
the properties of masker noise. White noise masks
some phonological distinctions (e.g., place of artic-
ulation) more effectively than others (e.g., voicing)
[1, 11, 22], as does signal-dependent noise [2]. On
the other hand, speech-shaped noise and multi-talker
babble produce very different patterns of perceptual
confusions [7, 9, 14, 16, 17, 18].

When speech is masked by other speech, the num-
ber of talkers producing the noise has a large effect
on perception of the target speech. When only a
small number of talkers’ speech constitutes masking

noise, so-called ‘informational masking’ interferes
with perception of a target speech signal, whereas
larger numbers of talkers producing multi-talker
babble seem to function more like speech-shaped,
temporally modulated noise [6, 17]. There is ev-
idence that spectra-temporal ‘glimpses’ play a key
role in the perception of speech masked by multi-
talker babble [7].

1.2. Listener characteristics

Noise masking also interacts with characteristics of
the listener. It is particularly difficult for people with
hearing loss and cochlear implant users to accurately
perceive noise-masked speech [10, 12]. Perception
of speech in noise can also be very difficult for non-
native listeners and listeners with various language-
related disorders [5, 9, 23].

1.3. Signal characteristics

Properties of the target speech signal also influence
intelligibility. Speech produced by non-native talk-
ers can be difficult to perceive accurately [4], and
clear speech can increase the intelligibility of noise-
masked speech significantly [10, 12, 15]. Talker-
level variation influences sentence-level intelligibil-
ity [3], and some recent work has probed the rela-
tionship between token-level variability and intelli-
gibility [18].

1.4. Talkers and tokens in phonetic identification

The present work is an exploratory analysis of si-
multaneous between- and within-talker variation in
the intelligibility of noise-masked consonants in CV
syllables. Observed and modeled response accura-
cies from a multi-talker-babble-masked consonant
identification experiment indicate (a) that talkers
vary with respect to the overall intelligibility of their
speech and also with respect to the degree of vari-
ation in intelligibility of individual tokens, and (b)
that between-talker variation also varies across con-
sonant categories. These results will be discussed in
the context of landmark theory [19] and the glimps-
ing model of noise-masked speech perception [7].



2. METHOD

2.1. Participants

Eleven normal-hearing listeners participated in the
experiment. All 11 were female. Their ages ranged
from 20 to 32. Two listeners were bilingual (English
& Hindi; English & Vietnamese), and two listeners
learned English as adults (L1 Korean & Persian).

2.2. Stimuli

The stimuli consisted of target CV syllables [ta],
[da], [sa], and [za] embedded in 10-talker babble.
The target speech consisted of 10 tokens of each syl-
lable produced by 20 native English talkers. The
multi-talker babble consisted of randomly selected
1.5s sections of randomly selected sentences. Each
of 20 noise talkers (no overlap with the target talk-
ers) produced 100 of the Harvard sentences.1 Target
syllables were embedded at −2 dB SNR, based on
the peak RMS energy across five 100ms segments of
the targets and the total RMS energy of the associ-
ated noise segment.

2.3. Procedure

Participants completed 7 blocks. In each block, 10
target talkers and 10 noise talkers (each set of 10
split by sex: 5 male, 5 female) were randomly se-
lected. Each block consisted of 400 trials, each
trial corresponding to a unique token (10 talkers ×
10 tokens × 4 consonant categories). Stimuli were
presented binaurally at ∼60 DB SPL in a sound-
attenuating booth. Responses were collected via
button boxes. On-screen text indicated four response
options (d, z, t, s). Feedback was given on every trial
(i.e., ‘correct’ or ‘incorrect’; the correct response
was indicated by changing the correct option color to
blue, and incorrect responses were changed to red).
The experiment was implemented in PsychoPy [13].

2.4. Analysis

A multilevel logistic regression model was fit using
PyStan [21]. The dependent variable for each trial i,
yi ∈ {0,1}, was modeled as a logistic function of a
linear combination of listener (l) and token-level (k)
terms, with the token-level terms specified for each
combination of consonant (c) and talker (t):2

yi ∼ Bernoulli
(
logit−1 (βl + γc,t,k)

)
(1)

The listener parameters were governed by group-

level mean and SD parameters:

βl ∼ Normal(µβ ,σβ )(2)

µβ ∼ Normal(0,1)

σβ ∼ Gamma(2,4)

The token-level parameters were governed by pa-
rameters at the talker and consonant level:

γc,t,k ∼ Normal(αc,t ,σt)(3)
σt ∼ Gamma(2,4)

The α parameters were governed by group-level
mean and SD parameters:

αc,t ∼ Normal(µc,σc)(4)
µc ∼ Normal(0,1)
σc ∼ Gamma(2,4)

3. RESULTS

3.1. Model fit

Figure 1 shows observed (x-axis) and estimated (y-
axis) response accuracy (intelligibility) at the token
level for each consonant category (as labeled in each
panel).

Figure 1: Token-level observed (x-axis) and pre-
dicted (y-axis) response accuracy separately for
each consonant category
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The vertical lines indicate the 95% highest den-
sity intervals (HDIs; roughly, Bayesian CIs [8]), and
the points indicate the observed and mean posterior
response accuracies. The dashed diagonal lines in-
dicate equal observed and estimated values.

The model provides a good overall fit to the data,
as indicated by the close correspondence between



the observed and estimated accuracies, as well as the
fact that the diagonal is within the HDIs for nearly
all estimated accuracies (the multilevel structure of
the model pulls estimates corresponding to extreme
observations - very low or very high accuracies - to-
ward more typical values).

Figure 1 also shows that response accuracy var-
ied somewhat across consonants. There are very few
highly intelligible tokens of [d], whereas there are a
number of highly intelligible [z], [t], and [s] tokens.
Accuracy spanned a wider range for [z] than for any
of the other categories, and the voiceless categories
had relatively few very unintelligible tokens.

3.2. Variation in talker intelligibility

Figure 2 illustrates observed and estimated accura-
cies for each talker (female: 1-10, male: 11-20). The
thin vertical lines indicate 95% HDIs, and the thick
vertical lines indicate 50% HDIs (i.e., the interquar-
tile range of the estimated accuracies). Squares indi-
cate observed accuracies for each talker, and the hor-
izontal dashed line at 0.25 indicates chance-level ac-
curacy. There is substantial variation across talkers;
observed accuracies ranged from ∼0.29 to ∼0.76.

Overall, the male talkers were somewhat less in-
telligible than the female talkers. Five of the male
talkers had very low intelligibility (≤0.40), whereas
only one or two female talkers were similarly untin-
telligible (≤0.50). The precision of the estimated
talker-based accuracies (i.e., the extent of the HDIs)
varied quite a bit across talkers, as well, with some
fairly precise estimates (e.g., talkers 5, 9, 12, 15, 18,
and 19) and some rather less precise (e.g., talkers 7,
13, and 16).

Figure 2: Observed (squares) and predicted
(lines, circles) response accuracy by talker (blue:
female; red: male).
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3.3. Variation in variation across tokens and talkers

The standard deviation (SD) parameters at the in-
termediate and group levels of the model allow us
to also probe how variation itself varies at differ-
ent levels of analysis. Figure 3 shows the estimated
σt parameters, which govern variation across tokens
within talkers. Across-token variation differs quite a
bit across talkers, in much the same way that overall
accuracy varies across talkers (Fig. 2).

The mean posterior correlation between estimated
talker accuracies and estimated σt parameters is 0.70
(95% HDI = [0.54,0.83]), indicating that more in-
telligible talkers tend to have more variation in the
intelligibility of their tokens. It is likely that a floor
effect influences this pattern somewhat, since a very
unintelligible talker’s tokens are more free to vary
in the direction of higher intelligibility (i.e., there
is a hard limit to how unintelligible tokens can be).
However, this can’t be the whole story, since, e.g.,
talkers 12 and 17 had nearly equal (and equally low)
intelligibility (Fig. 2), but 12’s token-level variation
is quite a bit lower than 17’s (Fig. 3). There are
similar dissociations between accuracy and token-
variability among the more highly intelligible talk-
ers (e.g., talkers 2 and 3).

Figure 3: Estimated within-talker standard devia-
tion (σt ) by talker (blue: female; red: male)
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Estimates and HDIs of the σc parameters gov-
erning between-talker variation across consonants
are shown in Figure 4. Although there is a fair
amount of overlap in the HDIs across the four cat-
egories, there are a two suggestive patterns. First,
there seems to be more variation across talkers in
the voiceless categories than in the voiced. Second,
there seems to be more variation across talkers in the
fricatives than in the stops within each voicing cate-
gory (i.e., more variability in [z] than [d], and in [s]
than [t]).



Figure 4: Estimated between-talker standard de-
viation (σc) by consonant category
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3.4. Variation in listener accuracy

Figure 5 shows observed and estimated response ac-
curacies for each listener. The vertical lines indi-
cate 95% HDIs, the circles indicate mean posterior
estimated accuracies, and the squares indicate ob-
served accuracies. Estimated and observed accura-
cies ranged from ∼0.44 to ∼0.64. The two bilin-
guals were listeners 2 and 10, while listeners 5 and
7 were second-language speakers of English.

Figure 5: Observed (squares) and predicted
(lines, circles) response accuracy by listener.
Lines indicate 95% HDIs.
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4. CONCLUSION AND DISCUSSION

Numerous factors influence the perception of speech
in noise, including the properties of the noise, the
target signal, and the listener. Previous work has
shown that sentence intelligibility can vary signifi-
cantly across talkers [3] and that consonant identi-

fication error rates can differ across individual to-
kens [18]. In the present work, we analyzed talker-
and token-level variation in a large corpus of multi-
talker-babble-masked consonant identifications.

Consistent with previous work, we observed siz-
able variation in both talker- and token-level intel-
ligibility. Within each consonant category, variabil-
ity in token-level intelligibility is large (Fig 1), as
is variation across talkers (Fig. 2). Estimates of
SD parameters in the multilevel model indicate that
talkers also vary with respect to token-level variabil-
ity (Fig. 3) and that between-talker variation differs
across consonant categories (Fig. 4).

The properties of the tokens that drive these dif-
ferences in intelligibility and levels of variation are
currently unknown. However, the combination of
landmark theory [19] and the glimpsing model of
babble-masked speech perception [7] offer a promis-
ing approach to analyzing these kinds of variation.

Landmark theory concerns the perceptual impact
spectro-temporal discontinuities in the speech signal
associated with particular articulations, and there is
strong evidence that the portions of speech with the
greatest spectro-temporal change bear the most per-
ceptual information [20]. In the glimpsing model
of perception, noise-masked speech is perceived on
the basis of the spectro-temporal portions of the sig-
nal that are more energetic than the masking noise.
Putting these two ideas together, it seems reasonable
to hypothesize that talker- and token-level variation
in intelligibility are driven by variation in the pres-
ence of landmarks in the signal and the robustness
of those landmarks with respect to noise.

We further hypothesize that differences in token-
level variability across talkers are driven by vari-
ability in the production of noise-robust landmarks,
and that between-talker variability with respect to
phonological category is closely related to the na-
ture of the landmarks corresponding to particular
phonological features (e.g., voicing, manner of ar-
ticulation). Interactions between the landmarks for
different phonological distinctions and the spectra-
temporal properties of different noise types may
explain the differences in perceptual errors due to
white noise, speech-shaped noise, and multi-talker
babble, as well.

A deeper understanding of the properties of
noise-robust speech and the mechanisms by which
noise-distorted speech can be accurately perceived
promises to provide useful tools for mitigating com-
mon communication difficulties caused by noise.
Listeners with hearing loss, non-native listeners,
people who work in noisy environments, and their
interlocutors stand to benefit from such tools.
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