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ABSTRACT

This study’s aim is to predict speaker personality
traits from intonation patterns in spoken dialogs.
Intonation patterns were extracted by a paramet-
ric superpositional stylization approach that allows
for pattern description on a parametric as well as
on a categorical level. Based on features derived
from these representations we trained support vec-
tor machines and fitted generalized linear regression
models to predict speaker personality with respect
to the four dimensions acting, extroversion, other-
directedness, and sensitivity. The personality classi-
fication accuracies ranged from 79 to 91%.

Keywords: intonation, stylization, personality, ma-
chine learning

1. INTRODUCTION

In search of correlates of a speaker’s personality in
spoken utterances various acoustic and linguistic pa-
rameters have been addressed in previous studies.
Among the most common and partly overlapping
personality category schemes are the “big five” traits
proposed by [9] openness to experience, consci-
entiousness, extra version, agreeableness, neuroti-
cism, and the four dimensions used in the extended
self-monitoring scale of [25, 27] acting, extrover-
sion, other-directedness, sensitivity. Commonly ex-
amined acoustic features are: pitch mean, range,
and variance [6, 8, 19], speaking rate [24, 8], in-
tensity [6, 8], and voice quality [21, 6]. Linguis-
tic features comprise amongst others lexical cues
[8, 19], type/token counts and part of speech usage
[8]. These features were employed for automatic
personality classification e.g. by [8, 13, 6] as well
as in expressive speech synthesis [26] to systemati-
cally vary the generated personality.

This study’s focus is on intonation correlates of
personality aspects. Instead of examining coarse
pitch features mentioned above, namely global F0
mean, range, and variance, we aim to examine in-
tonation personality in a more fine-grained way in
terms of intonation stylization parameters and con-
tour classes.

2. DATA

Corpus We used the GECO corpus, which was
recorded, orthographically transcribed, signal-text
aligned, and automatically annotated on the seg-
ment and syllable level at the Institute for Natural
Language Processing (IMS) Stuttgart, Germany by
[22, 23]. It contains 46 German spoken dialogs,
each of approximately 25 minutes length, between
13 previously unacquainted female subjects. The to-
tal duration amounts about 20 hours. Signal and text
were aligned on the phone, syllable, and word level
by the aligner of [14]. Moreover, the corpus con-
tains mutual ratings and self-monitoring information
about the interlocutors. The latter is used for the cur-
rent study.

Self-monitoring scale In GECO the participants’
personality aspects were tested by a questionnaire
developed for the self-monitoring scale of [27],
which is a German adaption of the scale of [25].
Self-monitoring is defined as a person’s ability to
adapt his/her behavior to external situational fac-
tors, and can be quantified along four personality di-
mensions introduced below. The questionnaire com-
prises 35 items (25 from [25] as well as 10 addi-
tional items from [27]) that were presented in the
same random order to all subjects. The items were
posed as statements, about which the subjects had to
state whether they “agree” or “disagree”. Each item
was designed to be indicative for one of four aspects
of personality:
• acting (AC), i.e. self-manifestation in front of

others; 11 items; example: “I can make im-
promptu speeches even on topics about which
I have almost no information”; supporting an-
swer: “agree”,
• extroversion (EV), i.e. active outward behavior;

7 items; “In a group of people I’m rarely the
center of attention”; “disagree”,
• other-directedness (OD), i.e. orientation to-

wards others’ behaviors and opinions; 9 items;
“When I am uncertain how to act in a social
situation, I look to the behavior of others for
cues”; “agree”, and



• sensitivity (SN) to expressive behavior and so-
cial cues; 8 items; “When with a group of peo-
ple, I can normally foresee the others’ reactions
to my behavior”; “agree”.

One subject did not answer these items, so that the
two dialogs this subject took part in were dismissed
from further analyses.

3. INTONATION STYLIZATION

For intonation stylization we adopt the paramet-
ric CoPaSul approach of [17], which is illustrated
in the left half of Figure 1. Within this frame-
work intonation is stylized as a superposition of lin-
ear global contours, and third order polynomial lo-
cal contours. The domain of global contours ap-
proximately related to intonation phrases is deter-
mined automatically by placing prosodic boundaries
at speech pauses and punctuation in the aligned tran-
script. The domain of local contours is determined
by placing boundaries behind each content word
determined by POS tagging [15]. Thus these lo-
cal contour domains roughly correspond to syntactic
chunks [1] and generally contain at most one pitch
accent. As in [10, 17] the global and local contour
parameter vectors are clustered to derive intonation
contour classes. Intonation patterns thus can be de-
scribed in parametric as well as in category terms.

Preprocessing F0 was extracted by autocorrela-
tion (PRAAT 5.3.16 [2], sample rate 100 Hz). Voice-
less utterance parts and F0 outliers were bridged by
linear interpolation. The contour was then smoothed
by Savitzky-Golay filtering using third order poly-
nomials in 5 sample windows and transformed to
semitones relative to a base value [20]. This base
value was set to the F0 median below the 5th per-
centile of an utterance and serves to normalize F0
with respect to its overall level.

Parameterization The global linear component is
given by the F0 baseline. Following [18] a time win-
dow is shifted along the F0 contour, and within each
window the median of all values below the 10th per-
centile is calculated. The baseline then is fitted to
this sequence of medians. [18] have shown, that this
median-based method is less error-prone than fitting
a line through local F0 minima.

The baseline is then subtracted from the F0 con-
tour, and a third order polynomial is fitted to the F0
residual within each local segment. Time is nor-
malized to the range from −1 to 1 so that time 0
is placed in the mid of the content word’s syllable
bearing the lexical stress. Lexical stress is identified

by the BALLOON toolkit [16]. This normalization
allows for capturing pitch peak alignment with re-
spect to the accented syllable.

Figure 1: Left: CoPaSul stylization of global and
local intonation components. Right: Variation of
3rd order polynomial coefficients to capture local
contour shapes.

Contour clustering To allow for an additional
categorical description, the slopes of the global con-
tours as well as the polynomial coefficients of the
local contours are clustered by the Kmeans [7]. Fol-
lowing [17] the optimal number of contour classes
was initialized by subtractive clustering [3], whose
parameters were optimized by the Nelder-Mead [11]
method. In [17] this way of determining initial clus-
ter centers turned out to yield stable clustering re-
sults on disjunct data subsets.

Figure 2: Global and local contour classes.

Parameter level features The linear global con-
tour coefficient represents the declination slope. As
can be seen in the right half of Figure 1 the local con-
tour polynomial coefficients are related to several as-
pects of local F0 contours. Given the polynomial
∑

3
i=0 si · t i, s0 is related to the local F0 level relative

to the baseline. s1 and s3 are related to the general
F0 trend (rising or falling) and to peak alignment.
s2 determines the peak shape (convex or concave)
and its acuity. This parameterization thus allows to
relate means and variances of distinct F0 aspects as



level, trend, peak shape, and alignment to personal-
ity aspects. For high-level AC and EV speakers a
more extrovert speaking style is expected. Previous
findings summarized in [8] revealed a positive cor-
relation between extrovert speech and F0 variabil-
ity. In terms of our proposed stylization extrovert
speaking style and thus high-level AC and EV is ex-
pected to be characterized by more pronounced F0
movements for example reflected in higher s0 coef-
ficient values, and by more variable F0 movements
reflected by higher variances of all coefficients.

Class level features On the categorical level con-
tour class probabilities show, whether F0 move-
ments tend to be more or less pronounced. Lo-
cal contour class 2 with a relatively prominent peak
height is an example for the former, whereas the
flat class 1 stands for the latter. Variability is mea-
sured in terms of contour class bigram entropy.
The entropy for all class bigram types B observed
for a speaker within a dialog is given by H(B) =
−∑b∈B p(b) · log2 p(b). The higher the entropy the
less predictable a contour class given the preceding
class, and thus the more variable the intonation unit
sequence. Therefore, the greater F0 variability ex-
pected for high-level AC and EV can be expressed
in categorical terms by higher class bigram entropy
values.

All parameter and class level features are sum-
marized in Table 1. These features are examined
with respect to their discriminatory power between
the high and low level for each personality dimen-
sion. Furthermore, based on these features person-
ality dimension classifiers and regression models are
trained.

Table 1: Intonation features.

Features Description Number
Class-level features

H(G),H(C) global and local class 2
bigram entropies

P(g∗),P(c∗) global and local class 8
probabilities

Parameter-level features
µ(u1),σ(u1) mean and variance of 2

the baseline slope
µ(s∗),σ(s∗) means and variances of 8

the local contour coefs

4. PREDICTION OF PERSONALITY
ASPECTS

Features and targets In this study we did not ad-
dress self-monitoring as a whole, but focused on
each of the four personality dimensions listed in sec-

tion 2 in isolation. For each participant and person-
ality aspect the proportion of matches between the
participant’s and the aspect supporting answers was
calculated yielding numbers between 0 and 1. Then
for each interlocutor in a dialog, we aimed to predict
for each of the four personality aspects (1) whether
the speaker’s match to this aspect is high or low, and
(2) the matching score itself. (1) is a binary classifi-
cation task, and (2) a regression task.

Except of AC the variability of the personality
match proportions was low, for OD and SN all
matches were above 0.61, and for EV even above
0.72. To make use of the entire data, for the clas-
sification task we thus distinguish the two classes
“above” and “below the respective match median”,
and for the regression task, the target values were
normalized (stretched) to the interval from 0 to 1.

For both tasks the feature vector consists of 20
variables introduced in Table 1. Their values were
calculated for each speaker over a whole dialog tier.
All predictors were z-transformed and orthogonal-
ized by a principal component analysis.

Prediction methods For the two-category classi-
fication tasks high vs. low personality level, we em-
ployed support vector machines (SVM) [4] with a
third order polynomial kernel function. The separat-
ing hyperplane was derived by sequential minimal
optimization.

The regression task to predict the personality
matching scores was accomplished by generalized
linear models (GLM) [12] using a binomial distri-
bution. The output was mapped to the interval from
0 to 1 by a logit link function.

5. RESULTS

Intonation patterns As illustrated in Table 2 es-
pecially the personality dimensions AC and EV are
well distinguishable by the intonation variables. For
AC the tendencies are in line with our expecta-
tion, that a high AC level is reflected in high class-
and parameter-level variabilities as well as in pro-
nounced F0 movements. This is expressed in sig-
nificantly higher class entropy rates H, coefficient
variabilities σ , offset coefficient values µ(s0), and
by higher probabilities of pronounced local into-
nation classes c2−5 and a lower probability of the
flat class c1. However, for EV the reverse pattern
emerged: High-level EV is related to significantly
lower entropies and variances than low-level EV. As
expected, for the dimensions OD and SN a fewer
number of significant intonation differences is ob-
served.



Table 2: Relations between stylization variables
and personality dimensions: significantly higher
> or lower < variable values for the high level
personality group (two-sided Mann Whitney, resp.
Welch tests, p < 0.01). ’–’ indicates no significant
difference. g∗ and c∗ stand for global and local
contour classes, u∗, s∗ for global and local styl-
ization coefficients, respectively. See Table 1 for
feature description.

AC EV OD SN
P(g1) < > > –
P(g2) > – < –
P(g3) > < – –
P(c1) < > > –
P(c2) > < – –
P(c3) > < – –
P(c4) > < < –
P(c5) > – < >
H(G) > < < –
H(C) > < < –
µ(u1) – < < –
σ(u1) > < < –
µ(s0) > < < –
µ(s1) > < > <
µ(s2) – – – >
µ(s3) – > – –
σ(s0) > < < –
σ(s1) > < < –
σ(s2) > < < –
σ(s3) > < < –

Personality prediction The classification and re-
gression results of a 10-fold cross validation are
shown in Figure 3. The mean classification accu-
racies range from 78.9% for both EV and OD to
91.1% for AC . The mean accuracy for SN amounts
84.4%. Since the median personality match scores
were taken as category boundaries, the baseline ac-
curacy given by random assignment is 50%. All
classification accuracies turned out to be signifi-
cantly higher than this baseline (one sided sign rank
tests, p < 0.01)

Regression was evaluated in terms of the cor-
relation r between the reference and the predicted
scores, and by the mean absolute error e. Sorted
by correlation the performance again was best for
the dimension AC (mean r = 0.70, e = 0.19), fol-
lowed by EV (r = 0.69, e = 0.17), SN (r = 0.53,
e = 0.18), and OD (r = 0.52, e = 0.17). All mean
correlations differed significantly from 0 (one sided
sign rank test, p < 0.05).

A sequential feature selection did not further im-
prove the results.

6. DISCUSSION

As to be seen in Table 2, for dimension SN the dis-
criminatory power of the examined features is low.

Figure 3: Prediction performance for each per-
sonality dimension after 10-fold cross validation.
Classification accuracy of the support vector ma-
chines (SVM). Correlation and mean absolute er-
ror of the generalized linear models (GLM).

A possible reason is, that SN rather refers to infor-
mation reception than to reactions to them, so that
different levels might to a lesser extent be expressed
in observable signals. Alternatively, high-level SN
as well as OD might express themselves more in the
interaction with the interlocutor. Since in this study
all features were extracted within a single speaker,
such interactions are not covered. Thus, if the fea-
ture pool would be enlarged by intonation conver-
gence measures used in entrainment research [5],
GLM performance for OD and SN might increase.

A possible explanation for the puzzling finding,
that for EV most intonation variables behaved op-
posite to the expectations, might be that all subjects
matched EV by a proportion of at least 0.72, which
indicates, that all subjects were rather extroverted
and thus not well dividable into two classes.

Compared to previous rather coarse pitch exam-
inations, the current stylization-based approach al-
lows for a more fine-grained examination of the in-
terplay between personality and intonation since it
covers diverse pitch pattern aspects on the paramet-
ric and the categorical level. This approach could
also be of use in expressive speech synthesis in pre-
dicting the derived contour classes not only by lin-
guistic concepts as discourse structure [17] but tak-
ing into account personality-related class priors and
realization variability.

This study addressed each personality dimension
of the self-monitoring scale in isolation. A sub-
sequent aim is thus to predict a speaker’s self-
monitoring degree as a whole based on an enlarged
feature pool that consists of further prosodic, con-
vergence and text-level features.
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