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ABSTRACT 
 
This paper presents the first online biofeedback 
speech training tool for Greek designed to offer 
training on the production and perception of 
segmental and suprasegmental aspects of Greek. It is 
addressed to learners of Greek as an L2 and to 
clinical populations with articulation and phonation 
problems. The tool comprises four components:     
(i) the Phonetic Library, i.e., the acoustic, 
articulatory and visual description of different 
pronunciation aspects, (ii) the Basic Training, which 
trains users on phonation, pitch and intensity 
manipulation, (iii) the Sound Trainer, and (iv) the 
Melody Trainer, with perception and production 
exercises on sounds, stress and intonation. All 
components of production include real-time 
biofeedback. Initial results from L2 learners of 
Greek using two of the tool’s components show 
improvement on production of the intonation of wh-
questions and on consonant identification. 
 
Keywords: speech training, pedagogy, clinical 
intervention, biofeedback, Greek. 

1. INTRODUCTION 

The key role that proficiency in oral language plays 
in communicative competence is undisputable. 
Despite common problems in oral production by L2 
learners, pronunciation teaching has been largely 
marginalised in the language classroom, although 
recently it has steadily been gaining ground [6]. 
Articulation is also commonly targeted in speech 
therapy settings, given that a large percentage of 
communication difficulties can stem from 
articulation/phonological impairments [12]. 

Technological advances in the field of speech 
analysis with the use of computers and specialized 
software has led to the utilization of speech 
technologies for extra or alternative training in the 
L2 classroom and in speech therapy. The main 
rationale behind speech training devices is that 
through “speech visualization”, that is, through the 
graphic representation of speech on a computer 
screen [11 (p.4), 23], elements of production become 
visible to the speaker and thus more easily 

distinguishable. Visualisation of feedback can take 
the form of biofeedback, i.e., the real-time moment-
to-moment information about a physiological event, 
which can aid the user in gaining control over the 
component they are training on (e.g. real-time 
spectra/spectrograms and pitch contour displays, 
real-time displays of vowel production on an F1xF2 
vowel space). Biofeedback has been applied in the 
remediation of numerous speech disorders, e.g., 
hearing impairment, articulation, fluency and voice 
disorders, e.g. [4, 20], and in L2 pronunciation 
teaching, e.g. [7]. Advanced computer-based 
biofeedback training tools often include an 
Automatic Speech Recognition (ASR) component 
that judges speaker’s productions according to a 
stored database. ASR-derived feedback has been 
shown to improve pronunciation; however, concerns 
have been voiced for, e.g., low tolerance to 
acceptable non-native pronunciation or 
ineffectiveness in spontaneous speech environments 
[10, 11].  

The tool presented in this paper incorporates 
linguistic knowledge to computer-based ASR and 
biofeedback components. It is the first online 
biofeedback speech training tool for Greek designed 
to respond to a growing demand for computer-based 
training in Greek (see also [24] which to our 
knowledge is not available). The need for a freely 
available, user-friendly, adaptive speech training 
system stems from two important changes in the 
language training scenery over the past decades: (a) 
Greek language teachers and therapists are steadily 
faced with larger student numbers and caseloads but 
significant time and resource constraints in their 
professional contexts, (b) learners of Greek as an L2 
and individuals with speech disorders request the use 
of computer-assisted technology so as to benefit 
from additional individualised practice and training 
time, be autonomous and adapt to their different 
rates of learning, thereby improving overall 
performance, and reducing academic and 
professional failure, and social marginalization.  

2. DESIGN PRINCIPLES 

This section presents the theoretical decisions and 
research conducted for the development of the tool.  



2.1. Theoretical framework 

Key features included in the basic design of the 
training tool are: 
 (a) inclusion of exercises on perception and 
production. Training on perception has been shown 
to be beneficial for production [3, 14, 16, 17] and 
vice versa [5], highlighting the importance of 
tapping both sides of the speech mechanism. 
 (b) inclusion of exercises on segmental and 
suprasegmental aspects of Greek. Both segmental 
and suprasegmental training can affect 
comprehensibility, intelligibility and accentedness to 
different degrees, suggesting that both aspects need 
to be addressed, e.g.  [1, 8, 9, 25]. 
 (c) use of multi-talker samples for perception and 
production training. Research on high-variability 
phonetic training shows that input from multiple 
native speakers is beneficial [13,19, 25, 26]. 
(d) inclusion of exercises that are structured 
hierarchically; learners progress from isolated 
sounds, to syllables, to words and sentences. In line 
with the communicative approach for pronunciation 
teaching, this structure promotes incremental gains 
in perception and production by typically 
progressing from smaller to larger units and from 
controlled to freer activities [6]. 
(e) inclusion of exercises that target common 
pronunciation difficulties for Greek [18, 21, 22]. 
(g) different graphic interfaces and/or menus to cater 
for (i) different age groups, (ii) user profiles (learner 
vs. instructor), and (iii) the linguistically informed 
vs. naïve user. 

2.2. Speech databases 

Three speech databases were recorded and analyzed 
for the purposes of the tool. All were recorded using 
a Beyerdynamic MC 836 short shotgun cardioid lobe 
microphone writing directly on a desktop computer 
using a Nanoface sound card set at 44.100Hz 
sampling rate. The audiovisual samples were 
recorded with an HDC-Z10000 Digital Camcorder. 
Prompts were played back at the speakers using 
ProRec [15]. Segmentation was performed 
automatically and was then manually checked in 
PRAAT. 

Speech database A provides data to the Phonetic 
Library (Section 3.1). Audio and video recordings 
were made from 3 Greek speakers (adult male and 
female, and child) producing all Greek vowels and 
consonants in isolation, in syllables and in words 
with the target sounds in different prosodic positions 
(e.g., /s/, /sa/, /'supa/, /'telos/, /'ðasos/). In addition, 
words with different stress patterns (ultimate, 
penultimate, antepenultimate, enclitic) and 
intonational contours (statements, polar questions, 

wh-questions, polite vs. impolite speech, 
continuation rises, etc.) were recorded. A total of 
550 items were recorded per speaker.  
Electropalatographic data from one speaker and 
ultrasound data from two speakers were also 
recorded for the lingual sounds (312 items).  

Speech database B is used for the acoustic 
analyses of sounds and for feeding the ASR 
component. Part of the material is also used for 
perception and production exercises. It includes 
audio data from 20 adult male, 20 adult female, and 
20 children (10 boys and 10 girls, 8-10 years of age). 
It contains multiple repetitions of (a) isolated 
vowels, (b) sustained vowels and consonants, (c) 
vowels and consonants in syllabic frames (e.g., /pa/, 
/si/, etc.), (d) vowels and consonants in disyllabic 
words with stress on V1 or V2 (e.g., /'pata/, /pa'ta/), 
(d) selected longer words with/without enclitic stress 
(e.g., /'ðaskalos/, /'ðaska'los mu/), (e) short 
utterances with different focus position and 
intonational patterns (statements, wh-/yes-no 
questions, polite, impolite production), (f) a short 
sample of spontaneous speech.  A total of 110.140 
items were recorded for the segmental analyses and 
12.420 for the suprasegmental analyses.   

Speech database C provides the material for the 
perception and production exercises of the tool. Four 
speakers were recorded producing all words and 
sentences needed for the exercises on vowels, 
consonants, stress, and intonation (32.180 items). 

2.3. Computational design  

To achieve system accessibility and scalability, the 
implementation of the tool was organized in three 
parts (a) the speech database engine, (b) the analysis, 
biofeedback algorithms, and techniques, (c) the 
presentation engine. 

The speech database engine is adapted to the 
operational needs of each component. For database 
A, it provides a web-based interface for the content 
management of each phonetic category (description, 
images, audio, video). Databases B and C contain 
audio plus metadata and are structured in an easy to 
maintain/extend file-based layout, available locally 
or remotely by web-services for query and access. 

The techniques and algorithms include the 
analysis and biofeedback sections. The analysis 
procedures are designated to pull data from database 
B and either push back metadata information or 
extract expert knowledge to be incorporated into 
biofeedback procedures along with data from 
database C. Analysis is performed by local tools 
and/or suites (such as PRAAT or Matlab) while 
biofeedback is primarily Action Script 3.0 plus web 



services based in order to comply with the needs of 
the presentation layer.  

The presentation layer contains (a) passive 
HTML content which refers to the dynamic Phonetic 
Library elements framed by the static elements of 
general theming plus descriptive information, and 
(b) the training tools active content which was 
designed and implemented on the Adobe Flash 
infrastructure. The platform hosting all of the above 
is Drupal 7 CMS. 

3. COMPONENTS OF THE TOOL 

3.1. Phonetic library 

The library provides a description of (a) all Greek 
vowels and consonants presented with animated 
vocal tract diagrams (Fig. 1a), phonetic and 
articulatory description, audio and video recordings, 
electropalatographic and ultrasound data for selected 
items, (b) stress patterns (audio and video 
recordings), and (c) intonational patterns of 
utterances of varying type, length and focus 
presented with audio and video recordings, 
annotated F0 display and spectrogram (Fig. 1b). 
 

Figure 1 a, b: Screenshot of the segmental (a) and 
the suprasegmental (b) components of the Phonetic 
Library. 

(a) 

 
 
(b) 

 

3.2. Basic training 

This component trains the user on: (i) phonation 
duration, (ii) frequency and amplitude control and 
modulation, (iii) frequency and amplitude range, and 
(iv) voicing on and off. Real time feedback on 
production is given in simple displays. For 
phonation duration, reference ranges (max vs. min 
phonation duration) were determined by the analysis 
of sustained vowels and consonants recorded in 
Speech Database B. For the frequency and 
amplitude applications, the user’s habitual F0 and 
loudness levels are measured at the beginning of the 
exercise, and are then used to dynamically alter 
ranges (Fig. 2). Voicing on/off provides feedback on 
whether the speaker’s productions are voiced or not. 
 

Figure 2: Screenshot of a F0 modulation exercise. 
Users are required to start from their habitual F0 
level and go over a pre-specified higher F0 level. 

 

 

3.3. The sounds of my language 

This component provides training on the perception 
and production of Greek sounds. Perception training 
is performed with the ‘Sound Trainer’; the user 
initially selects the consonants or vowels s/he would 
like to practice. S/he then chooses specific 
segmental and prosodic contexts (e.g. position in 
word, minimal pairs). The specified listening 
material is chosen randomly from Speech Databases 
B and C and includes productions from multiple 
speakers. For minimal pairs, the system allows the 
user to select particular sound pairs and includes 
minimal pairs in isolation or in sentences 
(paradigmatic and syntagmatic). The user performs 
an identification task and immediately receives 
feedback (Fig. 3a, b). 

Training on sound production is broken down 
into vowels and consonants, and users move from 
isolated sounds to sounds in syllables, words and 
sentences. Real-time feedback on vowels produced 
in isolation is given by plotting user productions on 
an F1xF2 vowel space (Fig. 4 a, b).  Feedback on 
consonants produced in isolation is based on 
selected acoustic parameters and varies depending 
on consonant category (different feedback for e.g., 



fricatives vs. nasals). Normal ranges for measured 
parameters (e.g. vowel formants) are determined 
from the acoustic analyses of Speech Database B. 
They are dynamically altered by the system once the 
user specifies their gender and age. Feedback on 
segments produced in longer contexts relies on ASR. 
Feedback techniques for words and utterances are 
currently being developed. 

 
Figure 3 a, b: Screenshot of the ‘Sound Trainer’ for 
vowels (a) and for consonants (b). 
(a) 

 
 

(b) 

 
 
Figure 4 a, b: Screenshot of vowel space display for real-
time feedback on isolated vowel production. Different 
graphics are illustrated in (a) and (b) for different age 
groups and individual preferences.  
 
(a) 

 
 
(b) 

 

3.4. The melody of my language 

At the suprasegmental level, the user receives 
training on production and perception with the 
‘Melody Trainer’. Perception training includes 
identification exercises on, e.g., stress position or 
intonational patterns. Similarly to the sounds of my 
language, the specified listening material is chosen 
randomly from the databases and includes 
productions from multiple speakers. For production 
training, the user can see a real-time display of their 
F0 overlaid over a target intonation contour which 
includes typical variation measured from the 
utterances of Speech Database B.  

4. INITIAL EVALUATION 

While the tool is under development, initial 
evaluation has been conducted. Six learners of 
Greek as a foreign language from mixed 
backgrounds were asked to use the Phonetic Library 
(audio and video recordings and F0 pitch displays) 
to train themselves on the intonation of wh-questions 
following a pre-defined protocol for five days. They 
listened to the same 35 wh-questions 6 times each 
day and paid attention to the F0 display provided. 
They were recorded producing two repetitions of 16 
wh-questions before and after training. An 
intonational analysis of pitch targets using GrToBI 
[2] was performed, and utterances were classified as 
being correctly produced or not, that is as carrying 
the correct full set of intonational targets appearing 
at the correct segmental landmarks or not. This 
yielded a percentage of how many times each 
learner produced correct intonation before and after 
testing. Learners’ productions improved by 32%. In 
addition, the ‘Sound Trainer’ was used by one 
English learner of Greek to train on the 
identification of /t, d/ (produced with short-lag vs. 
voicing lead in Greek) for four days consecutively, 
twice a day. She was also asked to use the Phonetic 
Library for an audiovisual illustration of the sounds. 
A 25% improvement in sound identification was 
achieved.  Even though testing of the system is still 
at its very initial stages, these results, together with 
the positive feedback that was received from the 
learners, are encouraging for the effectiveness of the 
tool. 
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