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ABSTRACT 
 

This study investigated the relationship between 
clear and conversational speech styles and motion of 
visible articulators. Using state-of-the-art computer-
vision and image processing techniques, we 
examined front and side view videos of 18 native 
English speakers’ faces while they recited six 
English words containing various vowels (keyed, 
kid, cod, cud, cooed, could) and extracted 
measurements corresponding to the lip and jaw 
movements. Significant effects were found for style, 
gender, and saliency of visual speech cues. Clear 
speech exhibited longer vowel duration and more 
vertical lip stretching and jaw movement for all 
vowels, more horizontal lip stretching for front 
vowels, and a greater degree of lip protrusion for 
rounded vowels. Additionally, greater articulatory 
movements were found for male than female 
speakers in clear speech. These articulatory 
movement data demonstrate that speakers modify 
their speech productions in response to 
communicative needs in different speech contexts. 
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1. INTRODUCTION 

The movements of facial articulatory features 
contribute to the myriad cues generated during 
speech [5, 10, 21]. Indeed, auditory and visual (AV) 
speech perception has been demonstrated to be 
superior to auditory-only perception, presumably 
due to the additional stream of linguistic information 
available in the visible articulatory movements of 
the speaker’s lips, teeth, tongue and facial 
movements [16, 19]. These AV cues are efficiently 
integrated and perceptually weighted based on the 
ambiguity and reliability of the information from 
each stream [14, 22].  

In addition to visual cues, to increase their 
intelligibility, speakers may produce clear speech, a 
hyperarticulated speech style, relative to the natural 
conversational speech style, in response to the 
communicative needs of perceivers [12, 13, 18, 21]. 
Acoustic and perceptual studies of English vowels in 

clear speech show that expanded vowel space and 
increased duration, presumably due to more extreme 
articulatory movements involving a higher degree of 
mouth opening and jaw lowering, are the factors that 
contribute the most to increased intelligibility over 
conversational speech [1, 2, 3, 4]. 

Research has also demonstrated that visual 
information and clear speech are complementary and 
not merely redundant sources of additional 
information in improving intelligibility [9]. The few 
existing studies examining visual articulatory effects 
in clear speech use kinematic measures, and show 
positive correlations of articulation, acoustics, and 
intelligibility in clear speech effects [10, 11, 21], 
where increased movement of the tongue, jaw, and 
mouth (lip rounding) during clear speech translated 
to increased intelligibility.   

There are few reports on visible articulatory 
movements of vowels in clear speech. Previous 
studies focused on visual clear speech effects at the 
level of sentences or a single vowel (diphthong). The 
present study aims to characterize the differences in 
visible articulatory features of a representative set of 
English vowels (/i, I, ɑ, ʌ, u, ʊ/) in /kVd/ word 
tokens produced in clear and conversational speech 
styles. This research uses advanced computerized 
facial detection and image processing techniques to 
extract the articulatory movement information from 
the speaker faces as captured by video recordings. 
This technique employs training data (videos with 
human-identified landmark annotations) to build a 
mathematical model that predicts landmark locations 
in new, unseen images [24]. The technique thus 
differs from the previous studies in that no physical 
markers were placed on the speakers, thus 
facilitating more natural speech productions as well 
as concurrent research on the perceptual correlates 
of the articulatory measurements. We hypothesize 
that, compared to conversational speech, vowels 
produced in clear speech involve greater motion of 
visible articulators. In particular, we expect a greater 
degree of lip spreading (for unrounded front 
vowels), lip rounding (for rounded vowels), and jaw 
lowering (for low vowels) [10, 21]. In addition, we 
expect the difference between conversational and 



	  

clear speech to be greater for tense vowels which 
involve greater articulatory movement than lax 
vowels. While lip-tracking and face-detection 
algorithms have been applied to various computer-
vision problems, the present study is the first to 
apply them to speech production [7]. 

2. METHODS 

2.1. Experimental setup & data acquisition  
 
Eighteen native speakers of Western Canadian 
English (10 females) aged 17-30 were recruited. The 
speakers reported no hearing or speech impairments.  

Three vowel pairs /i-ɪ/, /ɑ-ʌ/, /u-ʊ/ differing in 
articulatory features (involving lip spreading, jaw 
lowering, and lip rounding) were the target vowels, 
with the tense vowels /i, ɑ, u/ corresponding to a 
higher degree of visual salience than the lax vowels 
/ɪ, ʌ, ʊ/. These vowels were embedded in /kVd/ 
contexts resulting in English target words “keyed”, 
“kid”, “cod”, “cud”, “cooed”, and “could”. 

The elicitation of clear and conversational speech 
followed the procedures developed by [13], where a 
simulated interactive computer seemingly attempted 
to perceive and recognize the tokens produced by a 
speaker. The software would systematically make 
wrong guesses due to ‘perception errors’. In 
response, the speaker was requested to repeat the 
token more clearly, as if to help the software 
disambiguate the confused tokens (to elicit clear 
style productions). Recordings were made in a 
sound-attenuated booth. Front view video recordings 
were captured with one camera and left side views 
of the speaker face were captured with a second 
camera. Each token was evaluated by two native 
English speakers to ensure that the speakers 
produced the intended vowels.  
 
2.2. Video analysis  
 
The raw videos were first semi-automatically 
processed into annotated segments (at token-level) 
with MATLAB [15], using the audio channel of the 
recorded videos [6]. Next, facial landmarks were 
extracted from each video frame of each video token 
using a fully automatic procedure and image 
analysis methods. Lastly, articulatory measurements 
(e.g. peak horizontal lip stretch, amount of lip-
protrusions) were computed based on the detected 
facial landmark positions.  

For front-view videos (Figure 1a), which we used 
to examine lip and jaw movements, frontal view 
facial landmarks were extracted as follows: 1) the 
face detector of [24] was used to localize facial 
landmarks in each frame; 2) estimates of the lip 

landmarks from step 1 were further refined based on 
color intensity gradients; and 3) articulatory 
measurements characterizing facial movements were 
computed using the detected landmark positions. 
More specifically, in step 2, the final lip landmark 
positions were computed as the location of maximal 
change in 1-dimensional intensity profile drawn 
along each lip landmark. To account for differences 
in head size of speakers, we also estimated 
horizontal and vertical scale factors of the speaker’s 
head by computing, respectively, the interpupillary 
distance (IPD, or horizontal distance, HD) and eye-
to-nose-tip distance (vertical distance, VD), which is 
defined as the distance from the nose-tip to its 
perpendicular projection on the pupil-line. We then 
extracted the following articulatory measurements 
using the positions of the extracted facial landmarks 
and the estimated factors VD and HD: peak 
horizontal lip stretch, peak vertical lip stretch, peak 
lip rounding, and peak vertical displacement of 
jawline. These articulatory measurements are not 
expressed in physical unitsi but rather expressed as a 
fraction of speaker’s head, thereby facilitating scale 
normalization across speakers. 

Using side-view videos (Figure 1b), we also 
examined articulatory features relating to lip 
protrusions for “cooed” and “could” that involve the 
rounded vowels. As the side-videos show a limited 
set of facial featuresii, a different computerized 
analysis procedure was developed. First, for scale-
normalization, we computed for each video token a 
feature image (FI), defined as the pixel-wise average 
edge-strength of each video frame, which, at a high 
level, summarizes lip movement across the duration 
of each token. Then, the FI of a randomly selected 
video token was chosen as reference, denoted as 
VRef. Next, to spatially normalize the scale 
differences between video tokens, linear image 
registration (LIR) was performed to resolve the 
similarity transform that would align the FI of each 
token to VRef [20]. The spatially aligned FIs were 
then trimmed to center around the lip. Next, we 
measure the amount of lip protrusion by extracting 
summary statistics about the FIs that would quantify 
the visual differences between the aligned FIs. 
Specifically, we computed an image dissimilarity 
measure between the registered FI and VRef that 
would quantify differences due to lip deformations 
(as LIR would have removed global misalignments). 
We explored various dissimilarity measures [20] and 
based on empirical experiments, we chose the mean 
absolute difference (MAD) measure to characterize 
lip protrusions as this measure generally yielded 
higher values in tokens with amplified lip 
movements than those without such amplifications. 
 



	  

Figure 1. (a) example front-view video frame and 
corresponding facial landmarks; (b) example side-
view video frame (left) and corresponding edge 
features (middle) which are used to compute the 
feature image of an entire video token (right). The 
black/grey bars are to protect the speaker’s privacy.  
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3. RESULTS 

The extracted measurements from the front and side 
videos, including horizontal and vertical lip stretch, 
jaw displacement, lip-rounding and lip-protrusion, as 
well as duration, were submitted to statistical 
analyses. For conciseness, only the significant 
effects and interactions involving style are reported. 

For each of the front-view measurements, a series 
of 2x2x2 repeated measures analysis of variance 
(ANOVAs) was conducted with Style, Gender, and 
Tensity as factors. The ANOVAs show significant 
differences for the main effects of Style, Gender, 
and Tensity for the various measurements. Firstly, as 
hypothesized, there is a significant main effect of 
Style: in horizontal [F(1,765)=21.5, p<.0005] and 
vertical [F(1,765)=51.0, p<.0005] stretches for 
"keyed/kid", in vertical stretch [F(1,765)=24.2, 
p<.0005] and jaw displacement [F(1,765)=8.6, 
p<.0034] for "cod/cud", and in roundedness 
[F(1,655)=4.82, p<.0284], vertical stretch 
[F(1,655)=21.7, p<.0005] and jaw displacement 
[F(1,655)=6.6, p<.0104] for "cooed/could". As 
shown in Table 1, for each of these significant 
differences in style, the degree of movements in 
clear speech is greater than in conversational speech.  
Additionally, for each word, the duration in clear 
speech was longer than in conversational speech, as 
expected [p<.05]. For the main effect of Tensity, 
tense vowels show longer duration and greater 
degrees of displacement than lax vowels, involving 
greater horizontal lip stretches for “keyed” than 
“kid”, greater vertical lip stretches for “cod” than 
“cud”, and greater lip stretches in both directions for 

“cooed” than “could” (p<.05). Moreover, a 
significant main effect of Gender was observed in 
the horizontal and vertical stretch for “keyed/kid”, in 
all of the measurements of “cod/cud” and 
“cooed/could”, with overall greater degree of 
movements in male than female productions (p<.05).  
 

Table 1. Comparisons between conversational (Cn) 
and clear (Cl) speech styles for /i-ɪ/: keyed/kid; /ɑ-
ʌ/: cod/cud; /u-ʊ/: cooed/could by male (M) and 
female (F) speakers. The values are the mean 
amount of vertical lip stretch, horizontal lip stretch, 
jaw displacement, and lip rounding (with standard 
deviations in parentheses). Shaded cells indicate 
statistically significant style effects (p<.05).  
 

Vertical Horizontal Jaw Rounding  
M F M F M F M F 

Cn 1.17 
(.19) 

0.98 
(.17) 

0.93 
(.10) 

0.82 
(.09) 

0.10 
(.09) 

0.08 
(.07) 

0.76 
(.10) 

0.75 
(.10) 

/i-
ɪ/ 

Cl 1.35 
(.33)    

1.05 
(.21) 

0.99 
(.12) 

0.84 
(.09) 

0.13 
(.10) 

0.12 
(.36) 

0.75 
(.10) 

0.76 
(.09) 

Cn 1.23 
(.29) 

1.05 
(.17) 

0.89 
(.09) 

0.81 
(.08) 

0.14 
(.10) 

0.11 
(.08) 

0.77 
(.07) 

0.75 
(.08) 

/ɑ
-ʌ

/ 

Cl 1.36 
(.34) 

1.10 
(.18) 

0.89 
(.08) 

0.80 
(.07) 

0.18 
(.12) 

0.12 
(.08) 

0.77 
(.06) 

0.75 
(.06) 

Cn 1.10 
(.21) 

0.94 
(.17) 

0.89 
(.10) 

0.79 
(.07) 

0.09 
(.08) 

0.07 
(.06) 

0.75 
(.08) 

0.76 
(.09) 

/u
-ʊ

/ 

Cl 1.21 
(.28) 

1.00 
(.20) 

0.88 
(.08) 

0.80 
(.07) 

0.12 
(.10) 

0.08 
(.07) 

0.72 
(.08) 

0.76 
(.08) 

 

The statistically significant interactions mostly 
involved style and gender. Post-hoc analyses were 
further done to examine the effects of style per 
gender group for each pair of words using a series of 
one-way ANOVAs. For keyed/kid, the vertical lip 
stretch is greater in clear (M=1.35) than 
conversational speech (M=1.17) [F(1, 352)=36.5, 
p<0.001] in males. To a lesser degree, in females, 
the vertical lip stretch is also greater in clear speech 
(M=1.05) than conversational speech (M=0.98) [F(1, 
410)=15.1, p<.0.001]. Horizontal lip stretch is also 
greater in clear speech (M=0.99) than in 
conversational (M=0.93) [F(1, 352)=19.7, p<0.001] 
for males, but the difference is not significant for 
females (M=0.84 vs. M=0.82) [F(1, 410)=3.71, 
p=0.055]. For cod/cud, the vertical lip stretch is 
greater in clear (M=1.36) than conversational speech 
(M=1.23) [F(1, 360)=15.5, p<0.001] in males. To a 
lesser degree, in females, the vertical lip stretch is 
also greater in clear speech (M=1.05) than 
conversational speech (M=1.01) [F(1, 402)=8.36, 
p=0.004]. In addition, for males, the jaw movement 
was greater in clear than in conversational speech 
(M=0.18 vs. M=0.14) [F(1,360)=9.21, p=0.003], but 
no such difference was observed in females. For 
cooed/could, the vertical lip stretch is greater in clear 
(M=1.21) than in conversational speech (M=1.1) 
[F(1,298)=13.7, p<0.001] in males. To a lesser 
degree, in females, the vertical lip stretch is also 



	  

greater in clear (M=1.0) than in conversational 
speech (M=0.94) [F(1, 354)=7.48, p=0.007]. 
Additionally, males employed greater jaw 
movement in clear than in conversational speech 
(M=0.12 vs. M=0.09) [F(1,298)=7.15, p<0.001], but 
no such difference was observed in females. 

To test the hypothesis that differences in style 
can be observed in terms of lip protrusions for the 
rounded vowels “cooed” and “could”, a 2x2x2 
ANOVA was performed on the extracted side-view 
measurements. The results show a significant main 
effect of Style and a significant Style and Gender 
interaction. Subsequent one-way ANOVAs for each 
gender with Style as the within-subject factor 
revealed a greater lip protrusion in clear speech 
(M=0.105) than in conversational speech for males 
(M=0.084) [F(1,309)=40.64, p<0.0001]. To a lesser 
degree, a greater degree of lip protrusion for clear 
(M=0.065) versus conversational style (M=0.052) in 
the female speakers was also observed 
[F(1,402)=26.22, p<0.0001].  

In sum, when speaking in clear compared to 
conversational style, all speakers employed longer 
duration, greater vertical lip stretch and jaw 
movement in all three pairs of words, as well as a 
greater degree of lip-protrusion for the words 
involving rounded vowels. Additionally, relative to 
female speakers, male speakers employed greater 
speech style differences, particularly greater degrees 
of horizontal lip stretch (for key/kid) and jaw 
movement (for cod/cud, cooed/could) in clear than 
conversational speech. 

4. DISCUSSION  

This study makes use of dual-view video sequences 
to examine articulatory features between clear and 
conversational speech, involving a representative set 
of vowels embedded in English monosyllabic words. 
Our overall results support and may be positively 
correlated with previous findings of the acoustic 
features of vowels in clear speech [e.g., 1, 2, 4] in 
that expanded acoustic vowel space and more 
peripheral formant frequencies in clear speech may 
be attributed to more extreme and greater degrees of 
articulatory movements, in terms of vertical lip and 
jaw lowering, horizontal lip stretches, and lip-
protrusion. The finding of clear speech effects 
attributable to vertical lip and jaw movements across 
words is consistent with the previous claim that the 
chin and lower lip (which give rise to vertical 
displacement) are more relevant to active speech 
articulation and can be better tracked than the upper 
lip (which gives rise to horizontal lip movement) 
[23]. However, the horizontal lip movement does 
show clear speech effects in the production of the 

vowels that involve horizontal lip spreading, i.e., [i-
ɪ] in keyed/kid.  Finally, the side-view video 
captured the greater degree of lip-protrusion for the 
rounded vowels [u-ʊ] in cooed/could.   

The current results from video imaging analyses 
are also in line with previous findings using 
kinematic measures reporting increased movement 
of the tongue, jaw, and mouth during clear speech 
[10, 11, 21]. With the exception of a study on a 
single diphthong [21], most of the kinematic studies 
conducted articulatory analyses based on longer 
utterances than individual segments [e.g., 10].  The 
present results show that comparable and even more 
subtle visible articulatory movements can be 
captured using video imaging processing, without 
the need for placing physical markers on the 
speakers. This method not only allows more natural 
speech production, but also enables concurrent 
speech intelligibility research on the perceptual 
correlates of the articulatory measurements. The 
current research thus points to promising directions 
to apply the computerized lip-tracking and face-
detection algorithms [7] to the study of speech 
production, acoustics, and perception. 

The current results also reveal a gender effect in 
that male speakers often show greater clear speech 
effects than female speakers, particularly involving 
greater degrees of horizontal lip stretch and jaw 
movement. These patterns are not consistent with 
some of the previous findings showing no 
interaction between gender and clear speech effects 
both from acoustic and articulatory measures [10, 
21, 22]. It would be interesting for further research 
to evaluate if these gender differences can be 
captured in perception to affect the intelligibility of 
clear versus conversational speech. Additionally, 
although the current study revealed an overall 
greater articulatory movement for tense compared to 
lax vowels, it did not find any interaction between 
vowel tensity and clear speech effects. Acoustically, 
tense vowels demonstrate greater conversational-to-
clear speech modifications than lax vowels [17]. The 
factor of visual saliency in audio-visual speech 
processing has been investigated with consonants 
[8]. Further research may be conducted to examine 
the effects of visual saliency and vowel articulation 
in clear speech. 
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i	  Nor can they be, as the physical size of each video frame 
pixel was not measured at the time of acquisition (which 
would require careful camera calibration procedure). 
	  
ii	  As only one eye is visible on the side, we could not 
estimate HD and VD for spatial normalization that would 
adjust for spatial scale differences across tokens.	  


