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ABSTRACT

Word frequency, phonological neighborhood den-
sity, semantic predictability in context, and dis-
course mention have all been previously found to
cause reduction of vowels. Other researchers have
suggested that reduction based on these factors is
reflective of a unified process in which “redundant”
or “predictable” elements are reduced, and that this
reduction is largely mediated by prosody. Using a
large read corpus, we show that these four factors
show different types of reduction effects, and that
there are reduction effects of prosody independent
of duration, and vice versa, suggesting the existence
of multiple processes underlying reduction.
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1. INTRODUCTION

The production of vowels exhibits considerable
intra-talker variation. This variation has been found
to be conditioned by many different factors, includ-
ing lexical properties such as word frequency [10]
and phonological neighborhood density [10], and
properties of the discourse such as semantic pre-
dictability in the sentence context [8, 9] and men-
tion in the discourse context [7, 2]. Some degree
of commonality between these and other factors has
been proposed: Aylett and Turk [1] classified word
frequency, trigram word probability, and discourse
mention as “redundancy factors”; Baker and Brad-
low [2] described both high frequency words and
second mentions as “probable”; and Turnbull [14]
described non-first mention items, focused items,
and discourse-predictable items as “predictable”.

To explain why word frequency, trigram word
probability, and discourse mention all condition
vowel reduction, Aylett and Turk [1] proposed the
Smooth Signal Redundancy Hypothesis (SSRH),
which states that these “redundancy factors” affect
vowel reduction via prosody. The underlying as-
sumption of the SSRH is that information transfer in
communication should be relatively consistent. Less

contextually redundant elements should be phonet-
ically or prosodically enhanced, whereas more re-
dundant elements should be reduced.

Aylett and Turk examined effects of redundancy
on syllable duration, and argued that reduction in du-
ration based on these redundancy factors is largely
mediated by prosody. However, their results sug-
gest that other factors besides prosody may play a
role in facilitating reduction, as the prosodic fac-
tors they controlled for only accounted for approxi-
mately 60% of the variance observed in duration. In
addition, Baker and Bradlow [2] found second men-
tion reduction even when controlling for the pres-
ence or absence of a pitch accent, suggesting that
there are multiple factors, including prosody, which
affect vowel reduction. Finally, Calhoun’s [6] model
of the prosodic signaling of information structure in-
cludes multiple additional factors beyond pitch ac-
centing, including metrical constraints, and overall
accentability of a word. Together these results sug-
gest that the strong version of the SSRH, in which
vowel reduction is mediated entirely through the
prosodic structure, does not hold.

Further, it is unclear whether the above factors
(i.e., word frequency, neighborhood density, seman-
tic predictability in context, and discourse mention)
which are known to condition vowel reduction, are
truly reflective of the same underlying process or
processes. Munson and Solomon [10] found that
neighborhood density and word frequency exhibit
independent effects on vowel production, suggesting
additive effects of different sources of redundancy
or predictability. Burdin et al. [5] found that word
frequency and neighborhood density interact differ-
ently with discourse-level factors such as speaking
style and discourse mention, suggesting a difference
in the underlying processes leading to phonetic re-
duction.

The current study explores two questions raised
by the research described above, using a large cor-
pus of read speech. The first question is to what ex-
tent vowel reduction based on the above factors is
mediated exclusively by the prosodic structure, in-
cluding pitch accenting and phrasing. The second
question is how word frequency, neighborhood den-



sity, predictability in context, and discourse mention
affect vowel reduction and are thus reflective, or not,
of the same underlying process or processes.

2. METHODOLOGY

2.1. Stimulus materials

A set of 30 short stories was created, modeled after
those used by [2]. A sample story is given in (1).

(1) During her summer internship, Jessica gave
up her hopes of becoming a veterinary as-
sistant after seeing black pus ooze out of
the sheep’s infected leg. Although she’d
seen the size of the growth on the sheep’s
leg, she was altogether unprepared to see it
ooze and bleed an inky black fluid. As she
watched the animal bleed while the veteri-
narian tended to it, Jessica realized she defi-
nitely wasn’t cut out for this!

The stories contained a total of 235 target words.
Each target word appeared in a story twice: in the
story in (1), the first mention of each word is in ital-
ics; the second mention in bold. The frequency and
phonological neighborhood density of each target
word was calculated using the Hoosier Mental Lex-
icon [11]. Care was taken to ensure that frequency
and density varied independently. Although some
research on vowel reduction uses a binary classifi-
cation between “easy” words, which are high fre-
quency and have a low neighborhood density, and
“hard” words, which are low frequency and have a
high neighborhood density (e.g., [15]), in this study,
all four combinations of low and high frequency and
low and high density were included. For example,
target words like bleed, which are low frequency and
have a low neighborhood density, and target words
like leg, which are high frequency and have a high
neighborhood density, were also included. The pre-
dictability of each word in its sentence context was
determined using a separate cloze task. Each tar-
get word appeared in both more and less predictable
contexts. For example, based on the results of the
cloze task, the first mention of ooze (in “black pus
ooze”) is more predictable in context than the sec-
ond mention of ooze (in “ooze and bleed”). Like the
lexical factors, the predicability and discourse men-
tion factors were manipulated independently, so that
across target words, both first and second mention
appeared in both low and high predictability con-
texts.

Participants were instructed to read each story as
if they were talking to a friend to elicit plain lab

speech. These instructions for speaking style were
presented before each story as a reminder. The sto-
ries were presented in a different random order for
each participant.

Data from 10 participants were analyzed in the
current study. The participants were all undergradu-
ates at a large university in the midwestern United
States and received either partial course credit or
$10 for participating. The sound files for each story
were forced-aligned to the original story text using
the Penn Forced Aligner [16]. Vowel boundaries for
the target words were then hand-corrected.

2.2. Prosodic annotation

To explore the effects of prosody on phonetic vowel
reduction, prosodic annotation of the read stories
was conducted using the ToBI (Tones and Break
Indices) annotation system [3] by the first author
and two trained undergraduate research assistants.
For each target word, the presence or absence of a
pitch accent, as well as pitch accent type was coded,
along with the strength of the preceding and follow-
ing prosodic breaks, and where applicable, the type
of phrase accent and/or phrase accent and bound-
ary tone associated with a following prosodic break
of strength 3 or 4. Annotations were reviewed in
group meetings; annotations for which a coder was
unsure or for which there was disagreement among
the coders were discussed until an annotation could
be agreed upon. A small number of tokens on which
consensus could not be reached were excluded from
the analysis, along with disfluencies. Words with an
adjacent level 2 or 0 break were also excluded, as a
2 break indicates a certain degree of mismatch be-
tween the phonetic cues and the perceived prosodic
juncture, and a 0 break indicates that the target word
had some degree of cliticization with the preceding
or following word, both of which indicate a cer-
tain degree of disfluent or unusual prosodic struc-
ture around the word. In addition, if a word was
produced with a disfluency in its first mention, both
mentions were excluded from the analysis. Of the
4,700 target word tokens (10 talkers x 235 target
words x 2 mentions), 442 tokens were excluded at
this stage.

The annotations were completed using Praat [4].
The duration of the target vowels and prosodic
annotations were automatically extracted from the
TextGrids. Tokens whose vowel duration was more
than three standard deviations from the talker’s
mean vowel duration were excluded from the anal-
ysis (462 tokens), leaving 3,796 tokens for analysis.
Due to the low number of L* and L*+H pitch ac-
cents, pitch accent distinctions were simplified into a



two category distinction of rising (L*+H and L+H*)
and non-rising (H*, !H*, and L*) pitch accents.

3. RESULTS

To assess the effects on duration of the linguistic
factors contributing to phonetic reduction indepen-
dently of pitch accenting and phrasing, linear mixed
effects models were built predicting vowel duration,
with log frequency, neighborhood density, cloze pre-
dictability, and mention, as well as pitch accent type
(unaccented, rising, or non-rising) and following
break strength (word level, intermediate phrase, or
intonational phrase) as fixed effects. Random inter-
cepts for talker and target word were also included
in the model to control for variability in the length of
words and talker speaking rates. Models were also
built with various levels of interactions between the
fixed effects; however, these models failed to con-
verge, so the model without interactions between
the fixed effects is reported and interpreted. Signifi-
cance was assessed at |t| > 2.0.

Vowels in high density words were longer than
vowels in low density words (B= 0.0009, t = 4.917).
In addition, as expected given previous research on
prosodic structure and duration, vowels in words
with a non-rising (B= 0.0087, t = 6.928) or rising
pitch accent (B= 0.0101, t = 4.637) were longer than
vowels in unaccented words, and vowels in words
that were followed by either a intermediate phrase
(B= 0.022, t = 14.208) or intonational phrase (B=
0.026, t = 15.924) break were longer than vowels
in words followed by a word level break. The inde-
pendent effect of density on duration was small rela-
tive to the effects of pitch accenting and phrasing, as
can be seen by the size of the model coefficients, but
significant. This result suggests that phonetic vowel
reduction cannot be attributed entirely to effects of
prosody.

To further explore the relationships among
prosodic structure, phonetic reduction factors, and
duration, models were also built to predict pitch ac-
centing from the linguistic factors contributing to
phonetic reduction. A logistic mixed effects model
was built predicting pitch accenting (pitch accented
or not), with log frequency, neighborhood density,
cloze predictability, mention, and presence or ab-
sence of a following intermediate or intonational
phrase boundary as fixed effects, duration as a co-
variate, and random intercepts for talkers and tar-
get words. Models with various levels of interac-
tions between the fixed effects failed to converge, so
the model without interactions is reported and inter-
preted.

Less frequent (B= -0.66, z = -5.277, p < 0.001)
and less predictable (B= -1.39, z = 3.920, p < 0.001)
words were more likely to be produced with a pitch
accent than more frequent and more predictable
words, consistent with Aylett and Turk’s [1] sug-
gestion that “redundant” elements are prosodically
reduced. Somewhat trivially, pitch-accented words
were also longer (B= 18.03, z = 8.697, p <0.001)
than non-pitch-accented words, as demonstrated in
the previous analysis, and were more likely to ap-
pear before a word-level break (level 1 break) than
a phrase-level break (level 3 or 4) (B= 0.664 , z =
3.713, p < 0.001).

Tables 1 and 2 illustrate the effects of predictabil-
ity and frequency on pitch accenting, respectively.
To clarify the presentation of the results a bound-
ary was defined between high predictability (cloze
predictability > 0.125) and low predictability (cloze
predictability < 0.125) words, as well as between
high frequency (log frequency > 2.5) and low fre-
quency (log frequency < 2.5) words.

An inspection of Table 1 reveals that 77% of the
high predictability words were accented, compared
to 86% of the low predicability words; however, the
breakdown of pitch accent type between high and
low predictability words is nearly identical (93%
non-rising/ 7% rising in both cases). Likewise, as
seen in Table 2, there is a large difference between
the number of high frequency (75%) and low fre-
quency (86%) words which were pitch accented, but
the breakdown of pitch accent types between low
and high frequency words is very similar.

Table 1: Predictability and pitch accenting

High Low
predictability predictability

Unaccented 441 (23%) 225 (14%)
Accented 1471 (77%) 1554 (86%)

Non-rising 1368 (93%) 1444 (93%)
Rising 104 (7%) 110 (7%)

Table 2: Frequency and pitch accenting

High frequency Low frequency

Unaccented 432 (25%) 259 (14%)
Accented 1298 (75%) 1724 (86%)

Non-rising 1216 (94%) 1592 (92%)
Rising 82 (6%) 132 (8%)

To explore these effects of phonetic reduction on



pitch accent type, multinominal logistic mixed ef-
fects models were built to predict pitch accent type
(H*, !H*, L*, L+H*, L*+H) from the linguistic
factors contributing to phonetic reduction; however,
these models failed to converge. Thus, as in the du-
ration analysis, pitch accent type was reduced to a
two-way contrast between non-rising (H*, !H*, and
L*) and rising (L+H* and L*+H) pitch accents and
a logistic mixed effects model was built. Log fre-
quency, neighborhood density, cloze predictability,
mention, and presence or absence of a following in-
termediate or intonational phrase boundary were in-
cluded as fixed effects, with duration as a covari-
ate, and with random intercepts for talkers and target
words. As in the previous analyses, models with var-
ious levels of interactions between the fixed effects
failed to converge, so the model without interactions
is reported and interpreted.

First mention words were more likely to be pro-
duced with a rising pitch accent (B= -0.497, z = -
3.156, p < 0.01) than second mention words. This
result is consistent with the use of rising pitch ac-
cents, especially L+H*, for focused items [12].
Non-rising pitch accents were more likely to ap-
pear before a word level break than an intermediate
or intonational phrase break (B=0.46, z = 2.708, p
<0.01); that is, more of target words produced with
a H*, !H*, or L* were produced without a following
phrase break.

Table 3 illustrates the effect of discourse mention
on pitch accenting. For this variable, the overall
presence of pitch accenting was similar for first and
second mentions (83% and 82%); however, more
first mention words were produced with rising pitch
accents (8%) than second mention words (6 %).

Table 3: Mention and pitch accenting

First mention Second mention

Unaccented 329 (17%) 362 (18%)
Accented 1526 (83%) 1496 (82%)

Non-rising 1398 (92%) 1410 (94%)
Rising 128 (8%) 86 (6%)

4. DISCUSSION

Frequency, neighborhood density, semantic pre-
dictability, and discourse mention all had reduction
effects. These findings were largely expected, given
previous research; however, this study found a dura-
tion effect for density, which has not been found in
previous studies (e.g., [10]), or, has been found and

attributed to segmental effects ([13]).
Each of these different factors had different

types of reduction effects. When prosodic factors
(pitch accenting and presence/absence of a follow-
ing phrase break) were controlled for in the anal-
ysis of vowel duration, words with low neighbor-
hood density still exhibited a phonetic reduction ef-
fect, although none of the other linguistic factors
were significant. Similarly, when vowel duration
was controlled for, high predictability words were
less likely to be pitch accented than low predictabil-
ity words and high frequency words were less likely
to be pitch accented than low frequency words. Fi-
nally, when vowel duration was controlled for, sec-
ond mention words exhibited differences in pitch ac-
cent type compared to first mention words, with first
mention words being more likely to have rising pitch
accents than second mention words.

These independent effects of duration and
prosodic structure suggest that temporal reduction
(i.e., vowel duration) based on frequency, neighbor-
hood density, semantic predictability, and discourse
mention is not entirely mediated by prosodic fac-
tors, contra the strong version of Aylett and Turk’s
[1] theory, and consistent with previous work that
found that prosody was largely, but not entirely, re-
sponsible for temporal reduction [1, 2, 6]. Prosodic
structure exhibits independent effects on duration
and phonetic reduction exhibits independent effects
on prosodic structure. In addition, the fact that the
four phonetic reduction factors exhibited different
patterns of reduction – predictability and frequency
through pitch-accenting, mention through pitch ac-
cent type, and density through duration – suggests
that there are multiple processes underlying pho-
netic reduction for these factors, rather than one uni-
fied process related to predictability or redundancy.
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