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ABSTRACT 

It has been argued that words that contain difficult-

to-pronounce sound sequences may be avoided in 

production, causing words with difficult 

phonotactics to drop out of the language at a 

disproportionate rate. We argue that there is also 

an opposing pressure favoring phonetically 

unusual words. We show that, at least for adults, 

word learning is more successful for words with 

unfamiliar phonetic properties to the listener. After 

a ten minute ambiguous training session where two 

novel objects were presented with an audio 

recording of nonce words, subjects were tested on 

their memory of the creatures’ “names”. The 

results show a preference for words that contain 

illegal word-initial consonant clusters over words 

that obey the subjects’ native language 

phonotactics. 

Keywords: phonotactics, lexicalization, cross-

situational word learning 

1. INTRODUCTION 

Constraints on permissible sounds and sound 

sequences have been argued to influence the 

selection of words for production [2, 4, 5, 12, 15, 

16]. When faced with a choice between two near-

synonymous words, both children and adults are 

argued to make their choice in part based on 

phonotactics, choosing the more phonotactically-

optimal word. This claim is supported by evidence 

from language change, where words with 

universally dispreferred phonotactics are replaced 

by unrelated words at a relatively high rate (see [4, 

12]). It is also supported by data from first 

language acquisition, where children tend not to 

attempt words that contain sounds that are difficult 

for them to produce, as documented in [2, 15, 16]. 

There is currently no evidence for an influence of 

phonotactics on word choice in adult speech 

production. However, there appear to be 

phonological influences on the production vs. 

omission of the complementizer that, (avoiding 

that that [21] and avoiding stress lapses [10]) 

supporting an effect of phonology on “upstream” 

processing stages. These results support the 

prediction that phonotactically suboptimal words 

should be more likely to drop out of use. 

However, phonotactic “strangeness” may also 

be helpful. In particular, Storkel, et al. [20] 

propose that word learning involves recognizing 

that a novel word is heard, which triggers learning. 

Recognizing that a new word is heard is easier 

when the word is phonotactically unusual, thus 

phonotactically-illegal words may actually be 

easier to learn. Storkel, et al. [20] exposed adults to 

8 novel words for novel objects in the context of a 

story and tested how well the words were learned 

using a picture-naming task. She found that, 

consistently with her prediction, the subjects 

learned a higher proportion of phonotactically 

improbable words than phonotactically probable 

ones. Importantly, the picture naming task involves 

production pressure to avoid phonotactically 

improbable words, yet the subjects were found to 

prefer to produce words that are phonotactically 

improbable. This result is counter to findings with 

children [2, 15, 16, 18], although cf. also [19].  

The present study provides further support for 

the low-phonotactic-probability advantage in word 

learning by showing that even phonotactically 

illegal words are preferred in adult word learning, 

at least in the early stages, as predicted by Storkel, 

et al. [20]. We use the cross-situational word 

learning paradigm [22]. In this paradigm, every 

training trial consists of multiple pictures paired 

with multiple spoken words. Thus, within a trial, 

the mappings between words and referents are 

ambiguous. However, across trials, the mappings 

can be disambiguated because the same word 

always co-occurs with the same referent. Unlike in 

[20], where the novel words were embedded in 

English sentences, making it particularly important 

to pay attention to cues of unfamiliarity, all words 

in the present study are novel and need to be 

learned, thus cues to unfamiliarity could be argued 

to be less important. 



ICPhS XVII Regular Session Hong Kong, 17-21 August 2011 
 

979 

 

We presented adult listeners with the word-

picture mappings for a very short time, such that 

the mappings were not yet fully learned. Some of 

the pictures had names that were phonotactically 

legal in English, while others had names that were 

phonotactically illegal. The subjects’ guesses at the 

pictures’ names were then examined to determine 

whether they had a bias in favor of legal vs. illegal 

names. A bias in favor of illegal names is found.  

2. METHODS 

16 native English speakers participated in a short 

training session where they were instructed to learn 

the names of novel creatures. The creatures were 

2D monochromatic shape combinations created in 

Powerpoint and were either small or large. They 

were presented in random pairs to each subject 

accompanied by the audio of nonce words that 

were intentionally ambiguous in which creature 

they applied to. The audio stimuli were 

monosyllabic words, half of which contained word 

initial consonant clusters that do not exist in 

English ([bn], [pn], [tn], [fn], [bz], [ks], [kt], [sr], 

[tl], [gd], [bd], [nd], [lb]. [kt]), while the other half 

obeyed English phonotactics (starting with [bl], 

[br], [pl], [pr], [tr], [dr], [sw], [fr], [sk], [sp], [st]). 

For each of the illegal words, there was a 

corresponding legal word that shared the rime. 

Additionally, each set of illegal and legal words 

were divided in half again for vowel type—half 

contained the high front vowel [i] and half, the low 

vowel []. This allowed us to test the effect of size 

sound symbolism, which we do not focus on in the 

present paper. All of the words were produced by a 

native speaker of Russian (cf. [3]), since Russian 

tolerates the clusters that were phonotactically 

illegal in English. There were 32 distinct words, 

with each word presented 6 times during training. 

Following the training session, subjects were 

tested on the names of the creatures. The subjects 

would see one creature and hear two words, both 

of which were paired with the creature during 

training. On two thirds of the trials, one of the 

words was a word that had been consistently paired 

with the creature (on all 6 occasions the creature 

was experienced) and thus was the creature’s name. 

Half of the trials were fillers for the purposes of 

examining the effect of phonotactics. On these 

trials, either both words were phonotactically legal, 

or both were illegal. On the experimental trials, 

one of the words was illegal while the other one 

was legal. The legal word was the name of the 

creature half of the time. In addition, two thirds of 

the trials could be decided on the basis of sound 

symbolism: these were trials in which one of the 

words had the vowel [i] while the other had the 

vowel []. Phonotactic legality, sound symbolism 

and correctness were fully crossed factors. There 

were trials on which one could decide only on the 

basis of sound symbolism, trials on which one 

could decide only on the basis of legality, trials on 

which one could only decide on the basis of form-

picture pairing (“lexical correctness”) and trials on 

which more than one factor (e.g., phonotactic 

legality and lexical correctness) could be used as 

the basis for deciding. The subjects responded by 

button press. There were 48 trials total.  

3. RESULTS 

We analyzed the results of trials on which the two 

words differ on phonotactic legality (the filled bars 

in Figure 1) using a logistic mixed effects model 

[1], as implemented in R [14] with subjects and 

words as random effects and phonotactic legality, 

sound symbolism, and lexical correctness as fixed 

effects. There was no significant effect of sound 

symbolism. There was a significant main effect of 

phonotactic legality (z = 2.63, p = .009) and an 

interaction between phonotactic legality and 

lexical correctness (z = 2.09, p = .037). As shown 

in Figure 1, phonotactically illegal words were 

chosen more often than phonotactically legal 

words, although this effect was weaker for cases in 

which the second word was the correct response 

based on word-picture matching during training 

(due to the fact that when the first word is correct 

one does not have to listen to the second word).  

Figure 1: The effects of phonotactics and lexical 

access on word choice. 
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4. DISCUSSION 

The results show a sizeable effect of phonotactic 

legality on word choice: phonotactically illegal 

words were chosen more often than 

phonotactically legal words. This supports the 

hypothesis that words with unusual phonological 

characteristics are easier to map onto referents (as 

proposed in [20]).  

Phonotactically unusual words are difficult to 

produce, which leads to their avoidance in 

children’s productions [2, 15, 16] and may cause 

them to be especially vulnerable to being replaced 

in language change [4, 11]. However, they are also 

more noticeable, which may explain why they are 

overrepresented in parental reports of words 

children produce [19]. They attract attention, 

which may make them easier to learn to map onto 

referents [20].  

Given that being phonotactically unusual has 

both advantages and disadvantages, we may expect 

it to help or hurt learning depending on the learner 

and where one is on the learning curve. It is well 

known that familiarity preferences give way to 

novelty preferences during the timecourse of 

learning and development [7, 23]. This may make 

adults more likely to prefer the phonotactically 

unusual compared to children. In addition, child 

learners may be more likely to be hurt by 

phonotactic “weirdness”: their speech production 

systems are yet immature and the production costs 

of phonological weirdness may be too high to bear. 

Adults, on the other hand, have much more precise 

control over their speech production system [17] 

and thus may be helped by phonotactic weirdness. 

While the present study minimized production 

costs by asking for a button-press response, there is 

evidence that phonotactic weirdness helps word 

learning in adults even when they are required to 

respond by pronouncing the word [20], although 

the phonotactic constraints involved are relatively 

weak and gradient in character. In a follow-up 

experiment to the present study, we attempted to 

change the direction of the effect of phonotactic 

weirdness by requiring subjects to type in their 

chosen words after making the button press under 

strong time pressure (a 2-second deadline). We 

have thus far been unsuccessful: adults continue to 

prefer phonotactically illegal words even when 

asked to type them in. Future work should examine 

stronger constraints, like the prohibition against 

onset velar nasals in English. 

Phonotactic weirdness may be particularly 

helpful before the word-meaning mappings are 

firmly established. Suppose that there are two 

words competing for lexical selection for 

production. According to models of speech 

production (e.g., [5]), there are multiple possible 

influences on word choice in this situation 

including the feed-forward activation from 

semantics and the feedback activation from 

sublexical phonological units. Other things being 

equal, feedback favors the phonotactically legal. 

However, if the meaning-form mappings are not 

yet completely acquired and they are being 

strengthened faster (per number of exposures) for 

phonotactically unusual words, then 

phonotactically unusual words may be more likely 

to be selected until the strengths of form-meaning 

mappings to both of the competing words reach 

ceiling, and the speaker knows that there are two 

equally faithful ways of expressing the same 

meaning. 

The present study shows that even 

phonotactically illegal words can be preferred over 

phonotactically legal ones. A possible 

counterargument is that phonotactically illegal 

words are likely to be misperceived as acoustically 

similar phonotactically legal words [3]. Thus, the 

subjects may be unaware that the illegal words are 

illegal. They may simply be more distinctive 

because English speakers are likely to perceptually 

repair initial illegal clusters by inserting epenthetic 

schwas (bnik  bənik) [3]. However, this is 

unlikely to explain the data. In a separate 

experiment, we asked native English speakers to 

assign the same stimuli to creatures with the 

constraint of only assigning names that could be 

English. Unlike in the present study, the subjects 

avoided the phonotactically illegal names [8]. Thus, 

the subjects know that the illegal words used in the 

present experiment are phonotactically illegal, or at 

least unlikely to be English. 

This raises a second issue, which is whether 

the words learned in the present study (as well as 

[20]) are incorporated into the native lexicon or 

segregated into a separate lexical module. Previous 

studies with similar tasks [9, 11] support the latter 

possibility: at least on the first day of training, 

phonological neighbors residing in the native 

lexicon do not measurably interfere with 

recognition of the newly-learned words. However, 

development of distinct lexical sub-modules may 

also occur within a language, as suggested by the 
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existence of distinct lexical strata obeying different 

phonotactic generalizations in many languages, 

including English (e.g., [6, 13]). 

Thus, it is unclear whether the weirdness 

advantage would manifest itself in both first-

language and second language learning, or if it is 

uniquely relevant to second-language learning. 

Phonotactic weirdness may be especially helpful 

for second-language word learning because words 

that are phonotactically unusual for the first 

language of the learner are distinctively foreign. 

However, the weirdness advantage may also 

plausibly be present in first-language learning, and 

especially likely to outcompete production 

pressure for adults and bilinguals. If this 

hypothesis is correct, it would provide an 

explanation for the development of lexical strata, 

and the resulting diachronic weakening of 

phonotactic constraints. 

5. CONCLUSION 

In a word learning task, phonotactically illegal 

words are more memorable, despite the same 

words being unlikely to be assigned to the same 

creatures in a name-invention task [8]. These 

results suggests a “weirdness advantage” in the 

early stages of word learning where word-meaning 

mappings are learned faster for words that are 

phonotactically unusual. This advantage may 

compete with production pressure against 

phonotactically-illegal words, with the two 

competing pressures having different weights for 

adults and children, bilinguals and monolinguals. 

Speakers who have more flexible articulatory 

systems may then favor phonotactically unusual 

words and be primarily responsible for such words 

entering their native language. 
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