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ABSTRACT 

This paper describes a neural model of speech acquisition 
and production that accounts for a wide range of 
experimental data.  The model’s components correspond to 
regions of the cerebral cortex and cerebellum that become 
active during speech production tasks.  The model is 
defined mathematically, and computer simulations verify 
its ability to account for a wide variety of experimental 
results concerning speech movements.  The model also 
generates quantitative predictions that can be tested with 
brain imaging techniques, and it provides a basis for 
interpreting the functional effects of neurological damage. 

1. INTRODUCTION 

Over the past decade, our research group has developed, 
tested, and refined a neural network model of the control of 
speech movements called the DIVA model [1-5].  The 
model is described mathematically and implemented in 
computer simulations that control movements of an 
articulatory synthesizer.  This paper describes the current 
state of the model with reference to the brain regions 
thought to correspond to the model’s components and 
concludes with a treatment of how the model relates to 
speech disorders due to neurological damage. 

In the model, production of a phoneme or syllable starts 
with the activation of speech sound map cells 
corresponding to the sound to be produced.  For simplicity, 
each speech sound map cell in the computer simulations 
corresponds to a single phoneme or syllable.   For example, 
there is one speech sound map cell for each vowel, and one 
for each commonly produced syllable.  These cells are 
hypothesized to correspond to “mirror neurons” that have 
been found in numerous studies of premotor cortex [6-9], 
including studies of speech [10, 11].  They can also be 
interpreted as a “mental syllabary” [12].  The activities of 
the speech sound map cells in the model’s premotor cortex 
are as follows:  
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( ) 1
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P t if sound i is being produced
P t otherwise
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When a premotor cortex speech sound map cell is activated 
in order to start production of the corresponding speech 
sound, it sends signals to cells in the model’s 
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osensory, auditory, and primary motor cortical areas.  
 signals lead to production of the syllable through two 
l subsystems acting in parallel:  a feedback-based 
l subsystem and a feedforward control subsystem.  In 

edback control subsystem, projections from premotor 
otor cortical areas to auditory and somatosensory 

al areas form “forward models” that encode sensory 
tations for the sound being produced (see Section 2).  
 expectations are compared to the current sensory 
and an error signal arises if there is a mismatch (see 
n 3).  This mismatch is then mapped into corrective 
 commands by projections from the sensory error 
o the motor cortex (see Section 4).  The feedforward 
l subsystem consists of projections from premotor 
 to motor cortex.  These feedforward commands are 

 by monitoring the movements of the feedback 
ller (see Section 5). 

FORWARD MODELS THAT PREDICT 
SENSORY EVENTS 

odel posits that signals from the premotor cortex 
 to the auditory and somatosensory cortical areas 
h synaptic weights that encode sensory expectations 
e sound being produced.  These weights are 
atized in Figure 1 by the open circles at the ends of 

athways projecting from the motor and premotor 
es (P and M) to cells in the auditory and 
osensory cortical areas (∆S and ∆A).  These “forward 
s” are hypothesized to include both cortical and 
llar components, with the cerebellar contribution 

 particularly important for fine temporal details. 

irst set of synaptic weights, PAuz , corresponds to the 
ays projecting from the premotor cortex (labeled P) 
ls in the higher-order auditory cortical areas (∆A) in 
 1.  These weights encode an expected auditory trace 

ch speech sound.   They can be tuned while listening 
lables from the native language and/or listening to 
t self-productions.  They are hypothesized to encode 
iotemporal “target region” for the sound in auditory 
inates [see 2, 3].  During production of the sound, this 
 region is compared to the current auditory state in the 
ry cortical areas, and any discrepancy between the 
 and the current auditory state will lead to a command 
 to motor cortex that acts to correct this discrepancy 
ection 4). 
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premotor cortical areas (M and P) constitute 
“forward models” that encode sensory expectations 
for the current motor actions.  These forward 
models are hypothesized to include both 
cortico-cortical and cerebellar components. 
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A second set of synaptic weights, PSz , corresponds to the 
pathways projecting from the premotor cortex (P) to cells 
in the higher-order somatosensory cortical areas (∆S) in 
Figure 1.  These weights encode the expected somatic 
sensation corresponding to the active syllable.  A 
spatiotemporal somatosensory target region can be 
estimated by monitoring the somatosensory consequences 
of producing the syllable and averaging these 
somatosensory consequences over many production 
attempts. 
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In addition to the forward model projections from the 
relatively abstract speech sound representation in the 
premotor cortex, the model includes synaptic weights MSz  
and MAz  from primary motor cortex to lower-level 
somatosensory and auditory cortical areas (schematized by 
the projections from M to ∆S and ∆A in Figure 1).  These 
projections represent the expected somatosensory and 
auditory consequences of the current motor commands, and 
deviations from these expectations drive corrective 
movements in the manner described in Section 4. 4.

3. AUDITORY AND SOMATOSENSORY 
REPRESENTATIONS Accor

contro
motor
found
13].  T
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The model posits auditory state cells that correspond to the 
representation of speech-like sounds in auditory cortical 
areas (BA 41, 42, 22).  The activity of these cells is 
represented by the following equation: 
(2) ( ) ( ( ))AcAu AcAuAu t f Acoust t τ= −  

 is the function that transforms an acoustic 
 into the corresponding auditory map representation 

AcAuf

AcAu is the time it takes an acoustic signal transduced 
 cochlea to make its way to the auditory cortical areas.  
odel also has auditory error cells in these same 

al regions that encode the difference between auditory 
 regions for the sound being produced and the current 
ry state as represented by Au(t):   

(3) 
( ) ( ) ( ) ( )
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 PAuτ  and MAuτ are the propagation delays for the 
s from premotor and motor cortex to auditory cortex, 
MAu and encode the auditory expectations for 
und as described in Section 2.  The auditory error 
become active during production if the speaker’s 
ry feedback deviates from the auditory target region 
 speech sound being produced. 

( )u tPAz

odel also includes somatosensory state cells that 
pond to the representation of speech articulators in 
osensory cortical areas (BA 1,2,3,40,43): 

(4) ( ) ( ( ))ArS ArSS t f Artic t τ= −  

 is a function that transforms the current state of 
ticulators into the corresponding somatosensory map 
e.g., positions and velocities of articulators).    

ArSf

tosensory error cells code the difference between the 
osensory target region for a sound and the current 
osensory state:  
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 PSτ  and MSτ are the propagation delays from 
tor and motor cortex to somatosensory cortex, and 
and encode the somatosensory expectations 

e sound as described Section 2. The somatosensory 
ells become active during production if the speaker’s 
osensory feedback from the vocal tract deviates from 
matosensory target region for the speech sound being 
ced. 
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 FEEDBACK CONTROL SIGNALS IN 
MOTOR CORTEX 

ding to the model, feedforward and feedback-based 
l signals are combined in motor cortex. The model’s 
 cortex velocity cells correspond to “phasic” cells 
 in motor cortex single-cell recording studies [e.g., 
he model includes two sets of motor velocity cells: 

at encodes a feedforward control signal and one that 
es a feedback control signal.  



Feedback control signals project from sensory error cells 
(see Section 3) to the motor cortex, both directly and via the 
cerebellum.  These “inverse model” projections are 
illustrated in Figure 2 and are governed by the following 
equation: 

(6) 
( ) ( )

( )
Feedback AuM AuM

SM SM

M t Au t z
S t z

τ

τ

= ∆ −

+ ∆ −
 

where  and are synaptic weights that transform 
directional sensory error signals into motor velocities that 
correct for these errors. The model’s name, DIVA, derives 
from this mapping from sensory directions into velocities of 
articulators.  Mathematically speaking, the weights z  
and  approximate the pseudoinverse of the Jacobian of 
the function relating articulator positions (M) to the 
corresponding sensory state (Au, S). These weights can be 
tuned during babbling by monitoring the relationship 
between movement commands and their sensory 
consequences. 
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Figure 2: Projections from cells in the auditory and 
somatosensory cortical areas (∆A, ∆S) constitute 
“inverse models” that transform sensory error 
signals into corrective motor actions.  These inverse 
models, which are hypothesized to include 
cortico-cortical as well as cerebellar components, 
are responsible for generating feedback-based 
control signals in motor cortex. 

5. FEEDFORWARD CONTROL SIGNALS IN 
MOTOR CORTEX 

The feedforward motor command, hypothesized to project 
from ventrolateral premotor cortex to primary motor cortex 
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directly and via the cerebellum (see Figure 3), is 
ented by the following equation in the model: 

) ( ) ( ) ( ) ( )Feedforward PM PMM t P t z t M tτ= − − . 

weights z encode the feedforward motor 
and for the speech sound being produced. This 
and can be learned over time by averaging the motor 
ands from previous attempts to produce the sound 
ection 6).   

( )PM t

 

gure 3: Feedforward control signals are 
pothesized to project from the premotor cortex to 
imary motor cortex, both directly and via the 
rebellum. 

.  COMBINING FEEDFORWARD AND 
DBACK-BASED CONTROL SIGNALS IN 

MOTOR CORTEX 

odel’s motor cortex position cells   correspond to 
” cells found in motor cortex single-cell recording 
s [e.g., 13].  They represent the length of a muscle or 
e synergy, and they act as a command to the motor 
ery.  Their activity is governed by the following 
on: 
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 fbα and ffα are parameters that determine how 
 the model is weighted toward feedback control and 



feedforward control, respectively, and ( )g t

))Ar

 is a speaking 
rate signal (or “Go” signal; [14]) that is 0 when not 
speaking and 1 when speaking at a maximum rate.  This 
speaking rate signal is believed to correspond to the effects 
of basal ganglia modulation of motor cortical commands 
[14].  

rt

(Artic t

Before an infant has any practice producing a speech sound, 
the contribution of the feedforward control signal to the 
overall motor command should be small since it will not yet 
be tuned.  Therefore, during the first few productions, the 
primary mode of control will be feedback-based control.  
During these early productions, the feedforward control 
system is “tuning itself up” by monitoring the motor 
commands generated by the feedback control system (see 
also [15]).  The feedforward system gets better and better 
over time, all but eliminating the need for feedback-based 
control except when external constraints are applied to the 
articulators (e.g., a bite block, as in [16]) or auditory 
feedback is artificially perturbed (as in [17]).  As the speech 
articulators get larger with growth, the feedback-based 
control system provides corrective commands that are 
eventually subsumed into the feedforward controller.  This 
allows the feedforward controller to stay properly tuned 
despite dramatic changes in the sizes and shapes of the 
speech articulators over the course of a lifetime [see 18]. 

7.  ARTICULATORY AND ACOUSTIC STATES 

The model also contains variables corresponding to the 
current articulatory and acoustic state. These values do not 
correspond to any brain cell activities; they correspond 
instead to the physical positions of the articulators and the 
resulting acoustic signal.  The articulatory state describes 
the positions of the seven articulators in the Maeda 
articulatory synthesizer [19], and is governed by the 
following equation in the model:  

(9) ( ) ( ( ( )MAr MArtic t f M t Pert tτ= − +  

where MArf is the function relating the motor cortex 
position command to the Maeda parameter values, MArτ  is 
the time it takes for a motor command to have its effect on 
the articulatory mechanism, and Pe is the effect of 
external perturbations on the articulators.  The acoustic 
state is determined from the articulatory state as follows: 

(10) ( ) ( ))ArAcAcoust t f=   
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where is the transformation performed by Maeda’s 
articulatory synthesis software. 

ArAcf

8. SIMULATIONS OF THE MODEL 

Comparisons between experimental data and computer 
simulations of the model controlling movements of a 
simulated vocal tract have been reported elsewhere [1-3].  
These simulations show that the model is capable of 
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10. A
or long-term goal of our modeling work is to provide 
hanistic account for speech disorders due to brain 
e.  Because the components of the model correspond 

in regions, speech disorders arising from damage to 
brain regions can be simulated by damage to the 
ponding components of the model.  For example, 
ing to the model an expected effect of Wernicke’s 

ia (damage to higher-order auditory and perhaps 
osensory cortical areas) is pure feedforward control 
ech (see Figure 3 as compared to Figure 2), including 
 of ability to compensate for speech errors. The 
ted effect of damage to Broca’s area, particularly if 
sion extends into premotor cortex, is an inability to 
ate the production of speech “chunks” (e.g., phrases, 
les, or phonemes).  The size of the speech chunks 
ed would depend on the antero-posterior extent of the 
, with more posterior lesion sites affecting smaller 
s of sound than more anterior lesion sites.   Damage 
e model’s cerebellum, as in ataxic dysarthria, 
ates the fine temporal details of forward and inverse 

ls and feedforward control signals, which leads to 

nting for a wide range of speech production 
mena, including motor equivalence, speaking rate 
s, coarticulation, and contextual variability in speech 
ments.  

CORRESPONDENCE WITH fMRI DATA 

e 4 shows brain activity while ten subjects produced 
 nonsense utterances in a functional magnetic 
nce imaging experiment performed using a 3 Tesla 
ns scanner at the Massachusetts General Hospital 
 Center.  Although the model as described above 
es an account for most of the cortical and cerebellar 

ty seen in this figure, activation in the supplementary 
 area (SMA), visible at the top medial portion of the 
in Figure 4, is not accounted for by the model.  Based 
 existing literature on SMA function, we believe this 
s involved in the selection and sequencing of strings 
ech sounds, along with the basal ganglia.  We are 
tly working on expanding our model to include a 

utational description of SMA and basal ganglia 
on. 

gure 4: Brain activity while producing CVCV 
terances, as measured with fMRI. 

CCOUNTING FOR SPEECH DISORDERS 
WITH THE MODEL 

 



poorly timed movements.  A potential cause of stuttering in 
the model is an inappropriately low value of ffα  and/or an 
inappropriately high value of fbα  in Equation 8 when 
normal auditory feedback is available (see also [20]).   This 
biases the model toward feedback control, which is 
unstable except for very slow movements and can lead to 
stuttering-like behavior for faster speech.  This weak 
feedforward control signal may arise due to damage in the 
white matter pathways projecting to primary motor cortical 
areas (see [21]). 
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