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ABSTRACT

Listeners identify talkers more accurately in their na­
tive language than an unknown, foreign language in 
a phenomenon called the language-familiarity effect.  
However, the psychological basis for this effect re­
mains  unknown.  Some  have  suggested  that  the 
linguistic  processes  involved  in  speech  perception 
and comprehension facilitate native­language talker 
identification. Others have argued that talker identi­
fication is independent of linguistic processing and 
that  increased familiarity with statistical  properties 
of speech acoustics is sufficient to produce this ef­
fect.  We  report  two  experiments  investigating 
whether linguistic processes facilitate talker identifi­
cation.  Experiment  1  reveals  that  there  is  no 
native­language advantage for time­reversed speech, 
suggesting that  acoustic factors do not  explain the 
language­familiarity  effect.  Experiment  2  reveals 
that  talker  identification  accuracy  improves  as  a 
function of the linguistic content in speech, suggest­
ing that both speech perception and comprehension 
contribute to talker identification. Together, these re­
sults  demonstrate  a  true  linguistic  basis  for  the 
language­familiarity effect in talker identification.
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1. INTRODUCTION

The language­familiarity effect, first described near­
ly three decades ago [9], has recently been the focus 
of considerable research interest in order to under­
stand  why  native­language  voices  are  identified 
more accurately than foreign­language ones. Origi­
nally described in terms of language­based schemata 
for voices [4], authors have more recently appealed 
to models of talker variability in speech perception 
to explain how speech and talker identification pro­
cesses  may  be  integrated.  A  number  of  studies 
provide evidence suggesting that core linguistic abil­
ities  contribute  to  the  language  familiarity  effect: 
Mere repeated exposure to foreign­language talkers 
without  speech  comprehension  does  not  attenuate 
the  language­familiarity  effect  [7],  but  greater  lin­
guistic  experience  in  a  foreign­language  does  [2]. 
Interestingly, individuals with phonologically­based 

reading impairment do not show the language­famil­
iarity  effect  [8],  further  implicating  phonological 
processing as integral to talker identification. How­
ever, recent reports challenge the role of linguistic 
processes in talker identification [3], suggesting in­
stead  that  voices  are  better  understood  using 
psychological  models  of  face  perception  than  lin­
guistic  models  of  speech  perception.  Here,  we 
describe  two  experiments  that  assess  competing 
claims in these two views of talker identification, ul­
timately  demonstrating  that  linguistic  processes  in 
speech perception and lexical access work together 
to enhance talker identification by human listeners.

2. EXPERIMENT 1

Based on  subjective  judgments  of  voice similarity 
from reversed speech, a recently reported study has 
suggested that speech comprehension is not neces­
sary  for  the  language­familiarity  effect  [3].  We 
sought to verify this assertion by objectively assess­
ing listeners' abilities to learn talkers' identity from 
forward and time­reversed speech in their native lan­
guage and an unfamiliar foreign one.

2.1. Methods

2.1.1. Participants

Two groups of  participants successfully  completed 
this study: native speakers of American English and 
native speakers of Mandarin Chinese.  The English 
group (N=16) consisted of young adults with no pri­
or  exposure  to  Mandarin.  The  Mandarin  group 
(N=14) consisted of young adults born in China and 
who had been in the United States for less than four 
years. Inclusion criteria required participants to have 
a self­reported history free from speech, language, or 
hearing  problems  and  to  perform  above  chance 
(20%) in all conditions. Because we are interested in 
the basis of  the language­familiarity effect,  we  in­
cluded only participants exhibiting this effect  (i.e., 
who perform better in their native language than the 
other language) in the forward speech condition. Ad­
ditional participants who were recruited but failed to 
meet the inclusion criteria were excluded (2 English, 
12  Mandarin).  Participants  gave  written  informed 
consent and were paid for participating.



2.1.2. Stimuli

Participants learned to identify talkers from hearing 
them say short  sentences.  Examples  of the stimuli 
appear in Table 1. English stimuli came from List 13 
of  the  phonetically­balanced  “Harvard  Sentences” 
[6]. Mandarin stimuli came from List 1 of the “Man­
darin Speech Perception Test,” a published corpus of 
phonetically balanced sentences [5].

Ten female native speakers of American English 
(age 20­29, M=23 years) recorded the English sen­
tences,  and ten female native speakers of standard 
Mandarin  (age  18­36,  M=26  years)  recorded  the 
Mandarin sentences. Talkers had regionally homoge­
neous accents in each language. None of the talkers 
were recorded in both languages or participated in 
the experiment. Recordings were made at 44.1 kHz 
in a sound attenuated recording booth and normal­
ized  to  65 dB SPL  RMS  amplitude.  Sentence 
durations (mean ± s.d.) were 1.83 ± 0.25s in English 
and 1.58 ± 0.21s in Mandarin.  Each recording was 
additionally time­reversed to produce an incompre­
hensible but acoustically matched stimulus.

Table 1: Example stimuli used in Experiment 1

English Sentences [6]

Type out three lists of orders.

The harder he tried the less he got done.

The cup cracked and spilled its contents.

Mandarin Sentences [5]

今天的阳光真好
jīn tiān de yáng guāng zhēn hǎo 
It's a nice sunny day.

晚上一块去跳舞
wǎn shàng yī kuài qù tiào wǔ 
Let's go dancing together tonight.

对面有两所高中
duì miàn yǒu liǎng suǒ gāo zhōng
There are two high schools across the street.

2.1.3. Procedure

Stimuli were presented to participants in a 2 × 2 fac­
torial design in which we varied the language being 
spoken (English vs. Mandarin) and the comprehensi­
bility of the speech (forward vs.  reversed). In  each 
condition, participants learned to identify five differ­
ent talkers by the sound of their voice. Talkers were 
represented by both a cartoon avatar and a number 
(1­5). Participants indicated which talker they heard 
by pressing the corresponding number on a keypad. 
Talkers were counterbalanced between the forward 
and reversed conditions  in each language to control 
for differences in the distinctiveness of any voice or 
combination of voices.

Participants first learned to identify talkers in the 
training  phase,  in  which  they  heard  one  sentence 
spoken by each of the talkers while the correspond­
ing avatar appeared on the screen. After hearing all 
the talkers in turn, listeners heard  one of  them say 
the sentence again while all five avatars appeared on 
the screen  and indicated  which of  the  talkers  was 
speaking by pressing the corresponding button. Lis­
teners  received  feedback  as  to whether  they  had 
selected  correctly,  or  who  the  correct  response 
should have been. This active practice was repeated 
until all the talkers had said the sentence twice. The 
training phase was  then  repeated for the next  sen­
tence,  and  so  on  in  this  way  until  listeners  had 
practiced identifying talkers from five different sen­
tences.  The training phase consisted  in total of  50 
passive exposure trials and 50 trials with feedback.

Listeners were then tested on their ability to cor­
rectly identify the talkers in a test phase: they heard 
each talker say the five training sentences  plus  five 
new sentences, and chose which of the talkers they 
thought was speaking. The test consisted of 50 trials 
with no feedback given. Stimuli were presented with 
PsychoPy (v1.8.0)  at  a  comfortable  listening  level 
via Sennheiser HD 380 Pro circumaural headphones 
in a sound attenuated booth.  The order of the four 
conditions was counterbalanced across participants.

2.2 Results

Accuracy on the test phase of each condition was an­
alyzed in R using generalized linear mixed effects 
models for binomial data, with condition as the fixed 
factor  and a  maximal  random effects  structure  in­
cluding random intercepts and slopes by participant, 
and random intercepts by talker [1].

Despite a reliable language­familiarity effect for 
both  groups  of  listeners  when  identifying  talkers 
from typical, forward speech, neither the English lis­
teners  nor  the  Mandarin  listeners  exhibited  a 
native­language advantage when identifying talkers 
from time­reversed speech (Fig. 1).

English  listeners  learned  to  identify  English­ 
speaking talkers significantly more accurately from 
forward than  time­reversed speech (71% vs.  39%; 
z=10.06,  p<2×10­16).  In  contrast,  they identified 
Mandarin­speaking  voices  equally  accurately  for 
forward  and  time­reversed  speech  (47%  vs.  45%; 
z=0.88,  p=0.38). Importantly, English listeners were 
no more accurate learning to identify time­reversed 
English voices than they were time­reversed Man­
darin voices (39% vs. 45%; z=1.22, p=0.22).

Mandarin listeners also  learned to identify talk­
ers speaking their native language significantly more 
accurately from forward than time­reversed speech 
(81%  vs.  48%;  z=9.57,  p<2×10­16).  The  Mandarin 
listeners  also  showed  this  effect  when  identifying 



English  talkers  (61% vs.  46%;  z=4.62,  p<4×10­6). 
Importantly, the Mandarin listeners  also  showed no 
native language advantage when identifying time­re­
versed  Mandarin  versus  English  voices  (48%  vs. 
46% z=0.33, p=0.74).

Mandarin listeners  identified voices  more accu­
rately than  English  listeners  for forward  speech 
(z=2.06,  p<0.04) – an effect  resulting from  greater 
overall accuracy, not a different language­familiarity 
effect  magnitude (no nativeness × group interaction: 
z=0.05,  p=0.96).  However,  English  and  Mandarin 
listeners did not differ in overall ability to  identify 
voices from  time­reversed speech (z=1.10, p=0.27).

Figure 1: Listeners  who  exhibit  a  reliable  lan­
guage­familiarity  effect  when  identifying  talkers 
from natural  speech demonstrate  no such advan­
tage  when  learning  to  identify  talkers  from 
incomprehensible time­reversed speech.

2.3 Discussion

In stark contrast to the large and reliable language­
familiarity effect for forward speech,  we found no 
evidence of a native­language advantage when iden­
tifying  talkers  from  time­reversed  speech.  Neither 
English nor Mandarin listeners were better at identi­
fying  talkers  in  their  native  language  from 
time­reversed speech. This result conflicts with a re­
cent experiment using subjective judgments of talker 
similarity, from which it was concluded that the lan­
guage­familiarity  effect  is  independent  of  speech 
comprehension [3].  Conversely,  we  found that  the 
language­familiarity  effect  exists  only when  na­
tive­language speech is comprehensible.

We also found that, while English listeners did 
not  differ  for  forward  vs.  time­reversed  Mandarin 
voices, Mandarin listeners performed better on for­
ward than time­reversed English speech.  This may 
reflect  differences  in  the  groups'  familiarity  with 
their  respective non­native language.  Likewise,  the 
Mandarin  group  appeared  slightly  more  accurate 
when identifying forward voices, akin to the recent 

report  that  pitch  perception  abilities  of  Mandarin 
speakers facilitate talker identification [11].

3. EXPERIMENT 2

Having  implicated  speech  perception  processes  as 
important to the language­familiarity effect, we next 
asked whether talkers were identified more accurate­
ly from meaningful speech than from phonologically 
legal but meaningless speech.

3.1. Methods

3.1.1. Participants

A new sample of native speakers of American Eng­
lish  (N=24)  completed  Experiment  2. Inclusion 
criteria were the same as Experiment 1. Six addition­
al  participants  were  recruited  but,  failing  to  meet 
inclusion criteria, were excluded from  the analysis. 
Participants gave written informed consent and were 
paid for participating. No talkers or participants from 
Experiment 1 also participated in Experiment 2.

Table 2: Example stimuli used in Experiment 2

Phonologically balanced nonword sentences

ðit stɑʊ hɛsət ri rugəl dɑɪpəts

ðid əgɑr ri stɑɪnɚ lɑdi ðet

wɑɪbəl wɑθ rɪz sonəd hæð bæðֽl 

krʌkt kɪpənd θɪtʃ pɑnəst tældi

3.1.2. Stimuli

The English and Mandarin sentences from Experi­
ment 1 were used again in Experiment 2. In addition, 
we developed a set of nonword sentences that were 
phonetically  and  phonotactically  balanced  against 
the real English sentences (Table 2). We generated 
these sentences from a broad phonetic transcription 
of the Harvard Sentences used in Experiment 1. This 
transcription  was  then  scrambled  to  produce  sen­
tences  that  contained  no  real  English  words,  but 
which were otherwise identical to the English sen­
tences  in  every  way:  The  English  and  nonword 
sentences did not differ in number of phonemes or 
number of syllables (both  p=1.0). All combinations 
of  phonemes  in  the  nonword  sentences  complied 
with the rules of English phonology and phonotac­
tics.  We  controlled  the  nonword  sentences' 
probabilistic phontactics by matching the mean pho­
neme and biphone positional probabilities [10] of the 
nonwords in these sentences with the words in the 
real  English  sentences (phones:  F1,18=1.78,  p=0.20; 
biphones:  F1,18=0.88,  p=0.36).  Nonword  sentences 
were  produced  by  the  same  ten  English­speaking 



talkers as in Experiment 1, all of whom had training 
in phonetics,  were extensively familiarized with the 
nonword sentences, and were recorded several times 
to  ensure fluency.  Nonword  sentence recordings 
were 1.97 ± 0.19s.

3.1.3. Procedure

The procedures of Experiment 1 were repeated for 
Experiment 2 with the following exceptions: Instead 
of  four  factorial  conditions,  participants learned to 
identify talkers in three conditions that parametrical­
ly varied the similarity between the talkers' speech 
and listeners' native language: (i) English sentences, 
(ii) Phonologically balanced nonword sentences, and 
(iii) Mandarin sentences. Talkers in the English and 
Nonwords  conditions were  counterbalanced to con­
trol  for  individual  differences  in  vocal 
distinctiveness.  Likewise,  the   talkers  used  in  the 
Mandarin condition were permuted from among the 
ten recorded. Participants in Experiment 2 learned to 
identify talkers in each condition during  a training 
phase (50 exposure trials and 50 practice trials with 
feedback),  and  their  talker  identification  perfor­
mance was assessed in a test phase (50 trials with no 
feedback).  The order of conditions was counterbal­
anced  across  participants.  Statistical  analysis 
procedures were the same as Experiment 1.

Figure 2: Talker  identification  performance  im­
proves with greater linguistic processing

3.2 Results

Participants  learned  to  identify  talkers  most  accu­
rately  in  the  English  condition  (71.3 ± 15%), 
followed by the Phonologically Balanced Nonwords 
condition (64.3 ± 14%),  and least accurately in the 
Mandarin condition (43.5 ± 13%)  (Fig. 2). The dif­
ference  between performance  in  each  of  these 
conditions  was  significant  (English  vs.  Mandarin: 
z=4.79, p<2×10­6,  Cohen's d=1.98; English vs. Non­
words:  z=2.71,  p<0.007,  d=0.49;  Nonwords  vs. 
Mandarin: z=3.75, p<0.0002, d=1.57).

3.3 Discussion

Talker identification improves as a function of the 
number of linguistic processes that can be brought to 
bear. Talkers are identified least accurately when lis­
teners recognize no words and are unfamiliar with 
the  sound system (Mandarin speech).  Performance 
improves when listeners are familiar with the types 
of speech sounds and their distribution, but in which 
there  are  no  familiar  words  (nonword  sentences). 
However, talker identification is best from meaning­
ful  native­language  speech  in  which  listeners  are 
familiar with both the phonetics and lexical content. 

4. CONCLUSIONS

These  results  suggest  that  the  language­familiarity 
effect  in  talker identification arises  from linguistic 
processes underlying speech perception and compre­
hension.  When speech  is  incomprehensible  or  has 
unusual  phonetic properties (time­reversed  speech 
and foreign­language speech) talker identification is 
poorest. Familiar sounds in meaningless words facil­
itate  talker  identification,  but  not  as  much  as 
meaningful speech. That speech perception and lexi­
cal access both contribute to the language­familiarity 
effect  affirms an integrated system for speech and 
voice perception in human talker identification [7,8].
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