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ABSTRACT

This paper reports results from a study of how
speakers adjust their speaking style in relation to
errors from Automatic Speech Recognition (ASR),
while performing an Interlingual map task. The
dialogues we analysed were collected using a pro-
totype speech-to-speech translation system which
adds 3 elements to the communication which we
think of as “filters”: Automatic Speech Recogni-
tion (ASR), Machine Translation (MT) and Text To
Speech (TTS). Our belief is that these filters af-
fect the speakers’ performance in terms of cognitive
load, resulting in adaptation of their communicative
behaviour. The study shows that the participants do
adjust their speaking style and speaking rate as a
way of adapting to the errors made by the system.
Specifically, the results show that (a) system errors
influence speaking rate, and (b) the perceived level
of cooperation by the interlocutors increases as sys-
tem error increases.
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1. INTRODUCTION

While the commercial deployment of large-scale
automatic speech-to-speech translation systems is
now becoming a reality, empirical data showing the
constraints imposed by this interlingual context are
still scarce. To fill this gap and to better under-
stand strategies for adaptation to language technol-
ogy components we carried out a data collection
in a specific environment designed for the purpose
of investigating how Automatic Speech Recogni-
tion (ASR), Machine Translation (MT) and Text To
Speech (TTS) synthesis affect users in terms of cog-
nitive load, adaptation of communicative behaviour
to the technology, and repair strategies.

Using a prototype system able to record synchro-
nised interaction data streams, such as high quality
video and audio, time-stamped ASR, MT and TTS
events as well as biosignals (heart rate, skin con-
ductance, blood volume pressure and EEG) we col-
lected a corpus of 15 dialogues between interlocu-

tors who speak two different languages (English and
Portuguese) [4]. The dialogues were elicited using
the Edinburgh Map task technique [1].

Although a number of studies of linguistic phe-
nomena and adaptation strategies in map task dia-
logues have been carried out [8, 5] to the best of our
knowledge, this is the first investigation of commu-
nicative behaviour in map task dialogues in a com-
puter mediated interlingual setting.

Previous research on cultural difference and adap-
tation of communicative styles in computer medi-
ated intercultural communication has focused on
identifying and categorising the types of problems
that arise in intercultural dialogues. This is in or-
der to apply machine learning techniques to coded
dialogues with the aim of automatically recognising
when problems arise (or are likely to arise) in inter-
cultural conversations [13].

In our study the focus is on how interlocutors ad-
just their speaking behaviour in terms of speaking
style and speaking rate to adapt to the errors made
by the system which mediates their interaction. Spo-
ken dialog can be seen as a joint action in which
interlocutors coordinate their verbal and non-verbal
behaviour and adapt their linguistic choices to each
other. This often results in the phenomenon referred
to as convergence or alignment which consists in a
tendency by the interlocutors to adopt and re-use
each other’s language patterns in the course of au-
thentic interaction [2]. According to the interactive
alignment model, originally proposed by Pickering
& Garrod [7] this linguistic coordination in dialogue
occurs at the level of the lexicon, grammar, and pro-
nunciation and represents one way in which inter-
locutors achieve understanding in dialogue.

Convergence is a property of human dialogue that
seems to persist even when one of the interlocutors is
replaced by a conversational interface [6, 12]. Given
that interlocutors adapt their linguistic choices to
each other and given that humans tend to adapt their
speech even to that of a conversational interface,
our question is if some kind of adaption still occurs
when two interlocutors are placed in a setting where
their interaction is mediated by a translation system.
In particular in this experiment we observed the be-



haviour of two interlocutors who could not see each
other since they were sitting in two different rooms,
their interaction was not transmitted via video, and
they could not hear each other since their content
was mediated by an interlingual system with a syn-
thetic voice as final output. The aim of the study was
to investigate whether the ASR performance would
have an effect on adaptation. Specifically, we were
interested to determine the extent to which the distri-
bution of errors in the ASR affect the speaking style
in terms of hyperarticulation and speech rate and the
complexity of the structure of the utterances.

2. MATERIALS AND METHOD

By using a prototype interlingual communication
system [4], we collected a corpus of task-based dia-
logues between speakers of two different European
languages (English and Portuguese). The corpus in-
cludes: high quality audio of the participants’ ut-
terances, video, eye tracking, physiological signals
(EEG, BVP, SC), and ASR, MT, TTS events which
are synchronised and finely time-stamped. These di-
alogues were elicited with the map task technique
[1, 3] which is still the ideal way of eliciting natural
conversation in a controlled situation given the sim-
plicity of the task and the complexity of phenom-
ena it can elicit. Our map task corpus follows the
original design of the HCRC Map Task Corpus, but
is based on speech-to-speech machine translated in-
teraction, where the two dialogue participants, the
instruction giver and the instruction follower, speak
different languages. The instruction giver has a map
with a route drawn on it and s/he has to instruct the
follower to draw the route on his/her unmarked copy
of the map. Neither participant can see the other’s
map. Each map contains a number of reference
points (e.g., “white mountain”, “baboons” “water-
fall”). Some features are common to both maps, and
some differences between the reference points are
incorporated in the maps in order to make the dia-
logues more complex.

In our interlingual setting, turn taking is quite sys-
tematic since there is a push-to-talk button in the
system. The sessions were recorded in two settings,
one in which the participant could see each other
(Video-On) and one in which they could not (Video-
Off). Neither participants can hear the other’s voice
since the output of the ASR and MT is provided by a
synthetic voice. For this study we analysed a subset
of seven dialogues between English and Portuguese
speakers, in which the interlocutors could not see
each other (Video-Off).

The dialogues were orthographically transcribed

with the addition of some labels for interruptions,
filled and empty pauses and noises. Transcription of
the dialogues was carried out manually by two stu-
dents (one native speaker of English and one native
speaker of Portuguese) who listened to the audio-
channel using Wafesurfer [10]. The transcribers
were also asked to judge whether the interlocutors
were interacting with each other or more interact-
ing with the system and whether they where behav-
ing in a cooperative way. The answers were given
on a seven-point Likert scale going from 1 strongly
disagree to 7 strongly agree. Since in the seven
analysed dialogues the participants cannot hear each
other’s voice, and since it has been shown that hu-
mans tend to adapt their speech even to that of a
conversational interface [6, 9], we suppose that they
align their speaking rate to that of the synthetic voice
(180 wpm).

To calculate deviation in the speaking rate we
made a comparison between the duration of the ut-
terances of the actual participant and the duration
of the output of the given utterance by the same
TTS (which acted as a reference) system used dur-
ing the recordings. Speech recognition performance
was assessed by aligning the reference transcripts
and the ASR-generated hypothesis and computing
word error rate (WER), precision, recall and f-score
per sentence. WER is defined as the ratio of the
Levenshtein distance between the aligned utterances
(i.e. the number of additions, substitutions and dele-
tions needed to convert one of the utterances into the
other) to the number of words in the reference tran-
script. Precision (P) is the ratio of matching words in
the alignment to the number of words in the hypoth-
esis. Recall (R) is the ratio of matches to words in
the reference, and f-score (F0) is the harmonic mean
of P and R.

Finally, we assessed possible correlations be-
tween the distribution of the errors (WER) and the
behaviour of the interlocutors in terms of graded in-
teractivity and cooperation in the dialogues. Our hy-
potheses were (1) that higher WER would make the
interaction between the interlocutors more difficult
and thus make it seem as though the interlocutors
were interacting with the system, rather than with
each other, and (2) that when the interaction gets
“more difficult” (because of repeated error) a se-
ries of repair strategies is used by the interlocutors
to make the ASR work better, thus either shifting
the interactive behaviour from interlocutor to the the
system or generating cooperative behaviour to com-
pensate for the errors.

In order to test these hypotheses, we macro-
averaged the WER per dialogue, discretised the er-



ror distribution by categorising the scores as low,
medium, high and very high WER, and compared
them to the transcribers’ scores for interactivity and
cooperation (7-point Likert scale) using the Kendall
rank correlation coefficient statistic.

3. RESULTS

We calculated the duration of the utterances of each
interlocutor and compared it to the TTS utterance
duration – so that the TTS speaking rate acts as a
reference to observe deviation in the interlocutors
speaking rate related to a measure of the accuracy
of the ASR performance. The results of the first 3
quarters of all seven analysed interlocutors are plot-
ted in Figure 1, where in the blue (bottom) curve we
can observe the deviation in speaking rate:

• 0% means that the interlocutor’s utterance du-
ration is the same as the TTS utterance dura-
tion.

• Positive percentage points indicate that the in-
terlocutor’s utterance is faster than the TTS.

• Negative percentage points indicate that the in-
terlocutor’s utterance is slower than the TTS.

Thus, the farther away from 0%, the faster (+ fig-
ures) or slower (- figure) the interlocutor’s utterance
is. The top (green) curve represents a measure of the
ASR performance accuracy (inverted f-score) – 0%
if the ASR is completely correct, and 100% if the
ASR was completely wrong.

Figure 1: Deviation of speaking rate related to
ASR accuracy for all seven speakers (first three
quarters of dialogue – Q1 to Q3).
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Although the recovery strategy was quite differ-
ent across users we can observe a clear trend: soon

Figure 2: Deviation of speaking rate related to
ASR accuracy for all seven speakers (whole dia-
logue – Q1 to Q4).
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after errors occur the speakers tend to slow down
their speaking rate, but this effect dies out after a
while and they either return to their normal speak-
ing rate or they speak faster. It’s interesting to notice
that on a whole, the speaking rate becomes slower
as the task continues, but the ASR accuracy does
not improve. Besides speaking in a slower way the
speakers tend to hyperarticulate and often repeat key
words or produce utterances with simple syntactic
structure. However when we look at the whole di-
alogue, as plotted in Figure 2, we see in the forth
quarter the speaking rate increases when the task
nears or reaches the end, with an improvement to
the ASR accuracy – apart from speaking faster, the
speaker still continues to repeat key words and pro-
duce utterances with simple syntactic structure.

As for the correlation between the distribution of
the errors (WER) and the behaviour of the interlocu-
tors in terms of graded interactivity and coopera-
tion in the dialogues, using the Kendall correlation
test we get no apparent correlation between WER
and interactivity ratings (τ =−0.15, p < 0.69, non-
significant). The data suggests, as one would expect,
a negative correlation (i.e. the higher the WER, the
less the transcribers thought the speaker was inter-
acting with the other, rather than the system). How-
ever the correlation is quite weak, and not statisti-
cally significant. One might speculate that this is
due to the fact that the question posed to the tran-
scribers was not specific enough, in addition to the
small size of the data set.



However, even in this small sample we were able
to detect a correlation between WER and the coop-
eration ratings (τ = 0.66, p < 0.05). Figure 3 shows
the correlation plot of WER by cooperation rating,
with a linear model fit. This correlation is positive
and could be interpreted as indicating that the higher
the WER the harder the speaker tries to behave co-
operatively. This means speaker uses different repair
strategies such as: speaking more clearly and slower
(hyperarticulating), repeating key words, producing
shorter utterances with simple syntactical structure
and so on.

Figure 3: Correlation between WER and rated co-
operation in the dialogues.
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4. DISCUSSION

The result shows that speaking rate and clear speech
(hyperarticulation) are used as repair strategies when
ASR errors occur. This behaviour is not a gener-
alised and stable mode of speaking in the dialogues
we analysed, since it seems to be a targeted and
flexible adaptation strategy. This is in line with the
results obtained in a previous study carried out by
Stent et al. [11] who showed evidence for a rela-
tion between misrecognition and hyperarticulation
in computer-directed speech. We observe a similar
behaviour in our dialogues, however the novelty in
our results consists in the fact that they show for the
first time evidence of adapting behaviour and repair
strategies even in a multimodal interlingual map task
setting where the speech is not exactly computer di-
rected, but human directed mediated by a system.

Moreover in our study the misrecognition are au-
thentic and not simulated. Our corpus represents a
valid source of useful data that can provide novel

contribution towards a deeper understanding of de-
vice mediated interlingual contexts.

5. CONCLUSIONS AND FUTURE WORK

The results of an initial investigation aiming at de-
scribing how speakers adjust their speaking style in
relation to errors from Automatic Speech Recogni-
tion (ASR), while performing an Interlingual map
task are here reported and discussed. Given the com-
plexity of the phenomenon of convergence, we are
interested in studying several other aspects at dif-
ferent levels: phonetic, lexical, syntactic and also
observe non-verbal behaviour and cognitive load by
analysing the physiological signals.

We are therefore performing annotation of several
communicative phenomena on the data in our cor-
pus. Our goal for the future is to carry out further
analysis of different phenomena related to conver-
gence in this interlingual map task setting. The aim
of which is to gain a deeper understanding of how
communication works in this setting and hopefully
implement a newer improved version of the system
which takes into account specific aspects of interlin-
gual communication.

Beside the traditional analysis of speech, gestures,
and facial expressions we plan to investigate possi-
ble correlations between the participants? brain ac-
tivity (EEG), blood volume pulse and skin conduc-
tance during points of difficulty within the interac-
tions (for instance, when amused, frustrated or sur-
prised).
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